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INFRARED DETECTORS
By

GEORGE A. MORTON

RCA Electronic Components and Devices,
Princeton, N. J.

Summary—In applications requiring great sensitivity and high speed
of response, infrared photoconductive detectors have proved very effective.
The photoconductor employed depends upon the wavelength of interest.
For the very near infrared (long wave limit N,y = 1.8 1), germaniwm junc-
tion photodiodes are used. At somewhat longer wavelengths (N, ~ 3.5 1),
lead sulfide and indium arsenide have suitable responses. For still longer
wavelengths (N, ~ 7p), PbTe, PbSe, and InSb are the most frequent'y used
photoconductors. Except for relatively low sensitivity InSb junction devices,
detectors employing these materials require liquid nitrogen cooling. FEux-
trinsic photoconductors constituted of appropriately doped germanium are
used for longer wavelengths. These can be made with a wide range of
long-wave limits covering the spectrum to beyond 100 p depending upon the
activator employed. Such cells require considerable cooling to reduce
thermal excitation of carriers. The sensitivity of these detectors depends
upon their cooling, the level of background radiation, and the configuration
of the detector. Methods of caleulating the sensitivity, cooling requirements,
and performance characteristics are discussed and illustrative examples
given.

INTRODUCTION

LTHOUGH INFRARED radiation has been known since about

1800, when it was discovered by Sir William Herschel, very

little effort went into the development of infrared detectors

until the late 1930’s and early 1940’s. Since then the field has been

very active and a very extensive technology has developed around the
subject of infrared detectors.

Infrared radiation is that portion of the electromagnetic spectrum
from just below the visible spectrum, i.e., 7500 A, to the microwave
radio region. Most of the black-body radiation from objects heated
to temperatures normally encountered in terrestrial environments lies
in the infrared portion of the spectrum. For example, an object at
room temperature (300°K) has its peak of black-body radiation at
about 10 ;. Because of this, infrared detectors are very effective
devices for sensing the presence of distant objects that differ only
slightly in temperature from their ambient. As a consequence these
detectors are of considerable military importance. This fact has con-
tributed enormously to their development, but will not be discussed
further here. Infrared detectors are also useful in thermometric in-
struments, in determining certain chemical bindings by spectroscopic
analysis, in plasma diagnostics, in astronomy, and in medicine. The

3



4 RCA REVIEW Mareh 1965

present discussion, however, is concerned with the physics of infrared
detectors rather than their application.

There are two broad classes of detectors, namely, photon detectors
and temperature detectors. In the latter, infrared radiation changes
the temperature of the sensing element, and this change of tempera-
ture produces an observable electrical or physical change in the sensor.
Photon detectors are those in which photons of the radiation produce
directly an excitation in the sensing layer that can be observed elec-
trically or otherwise. The present discussion is restricted to photon
detectors that produce electrical response to infrared radiation.

Figure 1 shows the portion of the electromagnetic spectrum under
consideration. Wavelength in microns is indicated along the center
horizontal line. Below the line are indicated the principal detectors
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Fig. 1—Infrared spectrum with principal detectors.

used in the various portions of the spectrum. The shaded strips above
the line give a rough indication of the spectral regions wherein normal
atmosphere is relatively transparent. It will be noted that there are
a number of windows in the region between the end of the visible
spectrum and about 6 ;. Then there is a rather long opaque region
and another window extending from about 8.5 to 13.5 . Beyond this
the atmosphere is relatively opaque out virtually to the radio region
with only a few small windows. The oxygen and nitrogen of the
atmosphere are quite transparent for most of the infrared spectrum.
The absorbers encountered in a normal atmosphere are primarily
carbon dioxide and water vapor, particularly the latter. Since both
of these gases decrease quite rapidly with altitude, the upper atmo-
sphere is very much more transparent to infrared radiation.

INFRARED PHOTOMULTIPLIERS

The first detector named on the chart, sensitive in the region from
0.75 to about 1.2 ., is the photomultiplier. An infrared-sensitive
photomultiplier (type 7102) is shown diagrammatically in Figure 2.

e



INFRARED DETECTORS 5

This multiplier has a photocathode that emits electrons when it is ex-
posed to infrared radiation in the spectral region indicated. These
electrons are accelerated from the cathode and focused onto the surface
of the first dynode of the multiplier. The dynode is coated with a layer
that emits several electrons when bombarded by a primary electron.
These electrons are accelerated onto a second dynode with a similar
surface where each produces a number of secondary electrons. This
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TRANSPARENT
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FOCUSING
ELECTRODE GRILL

INTERNAL 1-10: DYNODES
CONDUCTIVE I1:ANODE
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Fig. 2—RCA 7102 photomultiplier.

process is repeated for as many stages as is required to bring the
electron current up to the desired level, at which point it is collected
on the anode. If each dynode produces & electrons for each primary,
and there are k dynodes in cascade, the factor by which electrons
from the cathode (usually referred to as the gain (G) of the tube)
are multiplied is 8%,

The most important element in this device is, of course, the photo-
cathode. This infrared-sensitive cathode, which has been designated
as an S-1 cathode, consists of a cesium oxide matrix containing silver,
possibly in colloidal form, and a layer of cesium at the vacuum inter-
face. The cathode is of interest because it is one of the oldest prac-
tical photocathodes known and the least understood of all of the
cathodes in practical use. All efficient photoemitters are semiconductors
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and generally take the form of a thin film of semiconductor treated on
the vacuum interface with a material such as Cs to minimize the elec-
tron affinity, i.e., the potential difference between the vacuum potential
and the conduction band of the semiconductor. This model can give a
quantitative account of the performance of most photocathodes (e.g.,
all of the alkali antimonide cathodes) ; however, it does not suffice for
the cesium-oxygen-silver cathode used in infrared-sensitive multi-
pliers. The band-gap plus the electron affinity of cesium oxide has a
long wavelength limit of about 0.4 or 0.5 . The silver incorporated
in this cathode appears to play a decisive role as far as its infrared
response is concerned. When examined in detail, the silver does not
appear to behave simply as a donor-type dopant in the cesium oxide
semiconductor. It has been proposed by W. E. Spicer that a possible
explanation is that the photoemission is the result of photon excitation
in the metallic silver and the emission of an electron from the silver
into the cesium oxide and from thence over the electron affinity into
the vacuum. Figure 3 shows an S-1 photocathode response.

There are broadly two ways of using a photomultiplier as a radia-
tion detector. One is to chop the radiation with an appropriate shutter
in the optical system (e.g., a rotating sectored disk) and observe the
component of the output current having the chopping frequency. This
can be done, for instance, with a phase-sensitive detector. The second
method is to operate the multiplier with sufficient gain so that each
electron produces a measurable pulse in the output and to count the
rate of arrival of electron pulses. Actually, although pulse counting
is the most sensitive way of detecting radiation with a photomultiplier,
it is not practical with the type of multiplier illustrated when the
cathode is maintained at room temperature. At room temperature, an
S-1 cathode emits approximately 1013 amp/cm? of thermionic emis-
sion. With the somewhat more than 10 c¢m? of cathode area of this
multiplier, this means that there are some 2 % 107 electrons per second
entering the structure. Such a high rate of pulse output saturates
most counting equipment.

Cooling the cathode can greatly reduce the dark pulse rate. At
2007 to 225°K (e.g., cooling with dry ice) the thermionic emission can
be made negligible compared with other sources of dark pulses. Under
these conditions photon counting becomes practical. If an integral
pulse-height distribution curve, that is the number of pulses (n) that
exceed a charge ¢ during a given counting period, is plotted as a
function of ¢, it will be found that over a fairly large range of ¢

n = nye—e9,



INFRARED DETECTORS 7

5 TTTT1 1 | [TT11

| |
| | | -0
|

[°X] i

QUANTUM EFFICIENCY—PER CENT

b

N

1
1

I

t

1

%

1

1
1)
B el

+

T

.

I

0.01 \
3000 5000 7000 9000 11000

WAVELENGTH—ANGSTROMS
i e

q:

ULTRA T
VbLET
VIOLET
BLUE
GREEN T
YELLOW 1+
RED
INFRA
RED

Fig. 3 Spectral response of S-1 photocathode.

This is illustrated in Figure 4 for dark pulses and a small amount of
radiation on the cathode. At very small values of ¢, the pulse rate is
very much higher than indicated. At large values of ¢, the dark pulse
rate is larger than predicted. For optimum pulse counting, there
should be a diseriminator between the multiplier and the counter that
{ransmits only pulses greater than about 0.4eG to eliminate the large
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number of small spurious pulses. This will allow counting of 70 to
807% of photoelectrons from the cathode. The limit of sensitivity of
this method of radiation detection is set by the statistical fluctuation
in pulse rate. For a count of An = n, — ny,, where n, and n,, are the
total and dark counts, respectively, in the period (e.g., 1 sec), a good
approximation of the root-mean-square error is 2\/n, + #u,. As an
example, n;, might typically be 2000 counts per second and 2\2_71,,

130 An. If the quantum efficiency is 0.59% and the radiation has a
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Fig. 4—Typical integral pulse height distribution curve for dark current
and photoelectrons with a 7102 photomultiplier.

wavelength of 9000 A, the equivalent of unity signal-to-noise ratio is
obtained for about 3 x 1017 watt.

The noise in dark current sets the limit of sensitivity of detection
of radiation by the multiplier when current-measuring techniques are
used. The r-m-s noise in the dark current is stated as equivalent to
1.7 > 102 watt at 8000 A for this type of tube. At unity signal-to-
noise ratio and with one-cycle-per-second bandwidth for the detector
system, the lower limit of detectable radiation is therefore approxi-
mately 10 '* watt with the tubes uncooled. A second limit to the
detection of a known radiating object results from the black-body
radiation from the ambient. This limit applies to all detectors and is
considered in more detail later.

INTERMEDIATE INFRARED DETECTORS

In the 1 to 2 4 region of the spectrum, Ge junction diodes are the
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most satisfactory detectors. Figure 5 illustrates the configuration of
such a detector and also gives schematically the semiconductor band
arrangement. They are prepared in much the same way as are diffused
junction diodes used for nuclear radiation detection. A wafer of p-type
Ge with a relatively small concentration of acceptor levels is mounted
on a substrate and heated at a temperature somewhat below its melting
point in an environment containing phosphorus. The phosphorus dif-
fuses into the exposed surface. The diffusion is allowed to continue
to a depth on the order of a micron. This forms an n-type layer on
the p-type semiconductor. This junction is back biased. Radiation

METAL THIN ACCEPTORS CONDUCTION
RING DEEP N-TYPE BAND
CONTACT N-TYPE WINDOW ‘_( <DIFF )_’
CONTACT LENGTH
s 9.9°9.0.0 Y,

VALENCE
CONDUCTION BAND
j  BAND

INSULATOR BACK BIAS

HOLDER P-TYPE Ge A
WAFER

VALENCE
BAND DONORS

Fig. 5—Germanium photodiode.

entering the diode causes a hole—electron pair to be excited. If the
excitation occurs in the n-type region, the minority carrier (hole)
drifts to the junction and is drawn across the junction by the reverse-
biased field. Similarly, absorption in the p-type region frees an elec-
tron which diffuses to the junction. Absorption of radiation either in
the depletion layer of the junction or within a diffusion length on
either side of the junction will free carriers and produce a signal
current. Since the absorption coefficient for Ge, even quite close to its
absorption edge, is of the order 10* em— !, it is relatively simple to
have virtually all of the absorption occur in the useful portion of the
detector.

One of the limits of sensitivity of this type of detector is the ther-
mal excitation of carriers in the junction region. At room tempera-
ture, the noise resulting from the thermal excitation of carriers limits
the sensitivity to a noise equivalent power of 10-'® watt per cycle
bandwidth for a detector with an area of 5 mm2 The noise varies
exponentially with the reciprocal absolute temperature of the cell.
Therefore, a small amount of cooling can eliminate this dark-current
noise. Under these circumstances, the sensitivity of this cell is limited
by black-body radiation noise from the object space into which the
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detector looks and from such nonfundamental noise sources as leakage
channels at the edges of the junction, contact noise, microplasma,
breakdown, etc.

In the 2 to 3 p region, PbS is by far the most widely used detector.
This material is rather difficult to describe in terms of a semiconductor
model. PbS has a band-gap of about 0.4 ev. However, as used, the
material is in polycrystalline form and has been exposed to oxygen in
its preparation, so that there are probably lanarkite barriers between
the grains. The actual performance of the cell, particularly with re-
spect to its variation with temperature, its noise characteristics, and
its time constant, indicates that it is an array of barrier layer junc-
tions. For example, its noise current output per unit frequency band-
width varies inversely with the frequency. While giving quite good
performance both at room temperature and at dry ice or liquid nitro-
gen temperature, these cells leave something to be desired both in
their frequency response and their stability.

InAs, one of the III-V compounds having properties similar to Ge
but with a considerably narrower band-gap (i.e., 0.33 ev) is now being
developed as a detector for this portion of the spectrum. These detec-
tors will undoubtedly be p-n junction detectors for room-temperature
operation and will be quite similar to the Ge photodiode described above.

Going to somewhat longer wavelengths, InSb, PbTe, and PbSe are
the detectors used in the neighborhood of 5 or 6 ;. InSb can be used
as an ohmic intrinsic photoconductor or as a p-n junction photocon-
ductor. As an ohmic photoconductor, even when operated at liquid
nitrogen temperature, the resistance of the cell is rather low, which
makes the electrical handling of the signal difficult. Junction-type InSh
will operate both at room temperature, albeit with considerable thermal
noise and consequently low sensitivity, and at liquid nitrogen tempera-
ture where its performance equals that of the ohmic photoconductor.

PbTe and PbSe both must be cooled to liquid nitrogen temperature
for satisfactory operation. They are polyerystalline materials much
like PbS and their frequency response and noise characteristics are
very similar. They are, at present, easier to prepare than the InSh
photodetectors, but their performance is definitely inferior.

EXTRINSIC GERMANIUM PHOTOCONDUCTORS

At present, photoconductor detectors for wavelengths longer than
7 o do not use intrinsic semiconductors; rather, the long-wavelength
response is due to the excitation of carriers from an impurity center
to the conduction or valence band where they can move. Furthermore,



INFRARED DETECTORS 11

all of the detectors used at present are based on germanium. By select-
ing an impurity of the appropriate ionization energy, the detector can
be made to have the spectral response required for the application at
hand.

Jefore discussing the selection of specific activators to give desired
spectral characteristics, let us consider briefly the mechanisms in-
volved in photoconductivity. In general, the photoconductor takes the
form of a small bar of semiconductor with ohmic contacts applied at
each end. For satisfactory performance, the concentration of the
activator atoms should not exceed approximately 10'* atoms/ecm?®. Since

COOLANT
CONTAINER

SIGNAL LEAD_

ELECTRICAL~
CONTACTS
INTEGRATING

CHAMBER \
WALL / - APERTURE

PHOTOCONDUCTOR

Fig. 6—Integrating chamber and photoconductor.

the photon absorption cross section of a typical impurity activator is
of the order of 10~ 1% ¢m2, the relatively low activator concentration
means that the linear absorption coefficient of the material is between
1 and 0.1 em—'. It is undesirable from a number of standpoints to
use a very large piece of photoconductor as the detector. Therefore,
in order to absorb a reasonable fraction of the incident radiation, the
extrinsic photoconductor element is generally mounted in an integrat-
ing chamber, as shown in Figure 6. The radiation enters through a
small aperture in the wall of the chamber and, because of the high
reflectivity of the integrating chamber walls, makes a number of
traversals through the material until the radiation is absorbed. It is
relatively easy to work out the relationships between the absorption
properties of the semiconductor, its size, and the dimensions of the
integrating chamber and aperture through which the radiation enters.
It should be noted that here the effective area of the detector is the
aperture in the integrating chamber wall and not the size of the
photoconductive element.

Figure 7 illustrates schematically the energy-band scheme involved
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in an extrinsic photoconductor. The activator impurity is shown as an
acceptor, since all of the practical germanium detectors happen to
employ p-type activator centers. The activator may be introduced into
the germanium in the melt during the growth process or it may be
diffused into a single-crystal bar of germanium. In order to obtain
satisfactory performance, a small amount of compensator (n-type)
impurity is also introduced into the semiconductor. The reason for
this is two-fold.

First, if, for a given concentration of activator, there is no com-
pensation, the Fermi level (E,) lies halfway between the energy level

&COMPENSATING DONORS

4 \~.CONDUCTION BAND

OHMIC A = > OHMIC
CONTACT . g I CONTACT
P 9
.'oooooooooo;o

e
VALENCE BAND 4" Jei-er

%3 %

™

CONTACTS <

. SPACE CHARGE CAPTURED
IN. COMPENSATED ACCEPTOR

Fig. 7—Schematic energy-band diagram for an intrinsic photoconductor.

of the impurity (E,) and the valence band. The variation of thermal
excitation with cooling is an exponential function of E,/kT. 1t is
consequently proportional to exp(—~E,/2kT) since E,=FE,/2. On the
other hand, with the same impurity concentration, if there are a few
centers compensated by electrons from the added donor impurity, the
Fermi level will lie at the energy of the impurity, and the thermal
excitation will be proportional to exp(—&,/kT). In other words, the
exponent is twice as large and, therefore, for a given thermal excita-
tion, the required cooling is less.

The second and more important reason is electrical. To obtain
greatest possible photoconductive gain, the element employs ohmic
contacts. As the voltage is applied to the cell, carriers can be injected
at one contact and leave at the other. A limit to the current flow is
set by the charge distribution in the photoconductor. Where there
are no compensated impurity centers, this space charge is the current
flowing through the cell. However, carriers can be trapped in the
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compensated centers giving a static space charge. Therefore, when
an extrinsic element with some compensation is cooled to a very low
temperature, the dark current is extremely low and consequently its
resistance is essentially infinite. The action of these extrinsic photo-
conductors is therefore as follows: As soon as the voltage is applied
to the element, charges enter from the contacts and are captured by
tha compensated center in sufficient number to form a space-charge
block to further flow of current. Under these circumstances, there is
a voltage gradient throughout the entire length of the cell. If radiation
falls on the cell exciting a carrier into the valence band from one of
the impurity centers, this carrier moves by virtue of the field and
leaves the excited center from which it came with a residual charge
on it. This upsets the potential distribution throughout the semi-
conductor and allows another carrier to enter from the positive contact.
This carrier, in turn, moves through the photoconductor and, as it
moves away from the electrode from which it comes, another carrier
can enter. This continues until a carrier recombines on the site from
which the original carrier was ejected. Thus, depending upon the
lifetime of the carrier, the mobility, and the dimensions of the element,
a single excitation may cause more than one carrier to be transported
across the photoconductor.

Under these circumstances, the photoconductive gain can be greater
than unity. Actually, with a very carefully prepared copper-activated
germanium detector element, the mean free path of the carrier has
been measured to be as large as 1.4 mm. A cell of this materiai with
0.5 mm between electrical contacts would have a photoconductive gain
of almost 3. Obviously, the same reasoning applies to a thermally
excited carrier, so that a photoconductor with high photoconductive
gain will have a correspondingly high dark current. Furthermore, a
cell with high photoconductive gain has a longer time constant or lower
frequency response than one with lower photoconductive gain (neglect-
ing trapping effects which, for the most part, appear to be unimportant
to these germanium detectors).

Table I lists a number of impurities that have been investigated
in germanium, together with their ionization energies. As has been
pointed out earlier, one of the most important regions for detector
operation is between 8.5 and 13.5x. This would require an impurity
level of about 0.09 ev.

The closest match to this is mercury with an ionization energy of
0.087 ev. This activator has been quite successful in long-wavelength
detectors. TFigure 8 shows the spectral response of mercury in ger-
manium. Quite good photoconductive gain and low noise have been
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Table I — Impurity Levels in Germanium

Activator Acceptors Donors
Cu 0.26" 0.337 0.047
Ag 0.09* 0.28° 0.13%

Au 0.05" 0.20" 0.167 0.051
Zn 0.095% 0.035%
Cd 0.167 0.05%
He 0.231 0.087

Col. IIT ~0.01%

Col. V ~0.01"
S 0.18*
Se 0.28* 0.14*
Te 0.30" 0:.11*
Mn 0.37* 0.167
Fe 0.27° 0.35%

Co 0.30° 0.25% 0.097
Ni 0.30° 0.23%

Values are in electron volts
" — measured from conduction band

¥ — measured from valence band

obtained with this material, but there are still some unanswered
questions concerning the stability of mercury-doped germanium.

A second and rather different approach to obtaining material having
exactly the required spectral response is that of employing an impurity
atom in a Ge-Si alloy. Germanium and silicon will alloy in all propor-
tions and the alloy can be grown into single crystals. As the concen-
tration of silicon is increased, the band-gap increases monotonically.
Similarly, the energy of an impurity in the band-gap increases with
the silicon content. Photoconductors employing the second level of zine

RELATIVE RESPONSE
)
+

0.0l

MICRONS
Fig. 8—Spectral response of a Ge:Hg! photoconductor.
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in germanium-silicon alloys have been investigated in some detail. It
was found that an alloy containing about 6.1% of silicon in germanium
and having the appropriate activator and compensator concentration
could be made to have exactly the spectral response required to cover
the radiation spectral band in question. One of the reasons why an
exact long-wavelength limit should be sought is that the thermal
generation-recombination noise is a very strong function of the long-
wavelength limit. It was found possible to produce by alloy adjustment
a photoconductor that, in a wide-angle-aperture detector cell, was
background-noise limited at 50°K (a temperature that can be reached
by pumping on liquid air) and that had a spectral response that closely
fitted the atmospheric transmission window. Mercury-doped germa-
nium required cooling to 35° or 40°K to accomplish the same job.

For response in the 20 to 30u region, gold-doped and copper-doped
germanium have given the best results. Copper has an ionization
energy of about 0.04 ev, so that its long-wavelength limit is approxi-
mately 30, A detector with this activator must be cooled to about
10°K.

The use of gold as a long-wavelength activator is interesting. Gold
has a donor level about 0.045 ev above the valence band. If a specimen
of germanium is doped with a certain concentration of gold and then
with a very shallow acceptor such as gallium, the electron from the
donor level will drop into the gallium and leave the lowest gold level
as a pseudo-acceptor. In principle, one would expect a pseudo-acceptor
to have a much smaller cross section for recapturing a hole from the
valence band than would a true acceptor such as copper. When a copper
atom is ionized by an electron from the valence band being excited
into a copper orbit, leaving a free hole, the copper level has a net charge
of —e. This should produce a strong coulomb attraction for holes in
the valence band. On the other hand, the gold pseudo-acceptor should
be neutral after an electron has been excited into it from the valence
band, and therefore would not have a coulomb attraction tending to
recapture holes from the valence band. A difference in capture cross
section of a factor of about 10% has been predicted from theoretical
considerations, and appears to be at least partially verified by noise
measurements. However, direct measurement of photoconductive gain
comparing copper and gold fail to reveal this difference in lifetime.
For a given activator concentration and compensation, the two acti-
vator atoms appear to have very nearly the same performance. Further
work is required in this area.

For response around 40y, zinc-activated germanium has proved
quite effective. Detectors employing this photoconductor have been
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used with considerable success in a number of scientific instruments.
Response out to 100 or 120 can be obtained by using activators

from either column IIT or column V of the periodic table. Arsenic,

antimony, gallium, and indium have all been used as dopants.

Finally, photoconductive response has been obtained at extremely
long wavelengths out even into the millimeter region by a somewhat
different technique. The photoconductor used here was n-type indium
antimonide cooled to a very low temperature. The impurity concen-
tration was high enough to cause impurity banding and degeneracy;
in other words, it was impossible to obtain carrier freeze-out irrespec-
tive of the amount of cooling. However, when the sample was immersed
in a strong magnetic field, the degeneracy disappeared and the material
behaved as a photoconductor. This work was done at the Royal Re-
search Establishment in England by E. H. Putley. This appears to be
a very interesting and effective way of covering the region of very
long wavelengths where the infrared and radio wave spectra merge.

DETECTIVITY

So far, sensitivity has been mentioned only in the most general
terms. No attempt has been made to present a quantitative discussion
of this aspect of photoconductors. However, the problem of noise and
sensitivity must be analyzed in detail if an appraisal of the value of
these devices is to be made.

Sensitivity is a measure of the limiting radiant power that these
cells can detect. The threshold is determined by noise and random
fluctuations in the output of the detector. Frequently, the limiting
sensitivity of a detector is specified in terms of noise equivalent power
(NEP). This is the radiant power in watts of infrared radiation on
the cell that gives a signal-to-noise ratio of unity. The frequency
bandwidth and the frequency at which the radiation is chopped must
be specified. Also, the spectral content of the radiation must be given.
The two most common specifications are for total radiation from a
black body whose temperature is 500°K, or monochromatic radiation
at the peak of the detector response.

In order to avoid the awkwardness resulting from the fact that
the higher the sensitivity, the smaller the value of NEP, and also to
give a figure that is independent of cell geometry, it is now customary
to give the sensitivity in terms of detectivity D*. Detectivity is de-
fined by the following relation:

D* = (NEP) —1A1/2Af1/2)
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where A is the effective area of the detector and Af is the frequency
bandwidth.

For the specified NEP, the noise against which the signal is equated
may be the result of a number of possible sources. The principal ones
are (1) radiation (background) noise, (2) generation-recombination
noise, (3) contact and surface noise, and (4) circuit noise.

Noise generated by the circuitry associated with a photoconductive
detector is a very specialized subject. In the limit, this noise is due
to the Johnson noise of the load resistor that couples the photocon-
ductor to the input of the amplifier. Although this noise can be reduced
by using cooled load resistors and very low-noise amplifiers, it cannot
be eliminated. Obviously, the larger the signal that can be obtained
from a photoconductor per unit radiation power incident on it, the
lower the effect of the circuit noise. For this reason, considerable
attention has been given to means of increasing the photoconductive
gain by increasing the lifetime and mobility of these materials.

Contact and surface noise is not fundamental. Nevertheless, it can
severely limit the performance of the photoconductive detector and
therefore it must be minimized. This type of noise appears when the
voltage between the contacts to the photoconductor becomes too large.
It may be the result of minority carriers being injected by the contact
or avalanche breakdown in the material or surface leakage over the
surface of the photoconductor. The voltage at which this type of noise
appears is auite sensitive to the way in which the contact has been
made and to surface treatment (e.g., cleaning and etching). In general,
this type of noise has frequency components that increase toward
lower frequency and, for a given frequency band, is proportional to
the reciprocal of its center frequency. For this reason, it is often
termed 1/f noise.

Generation-recombination noise is fundamental. Tt is due to the
thermal excitation of carriers. This excitation is random so that the
current produced by carriers thus generated has superimposed on it
a root-mean-square fluctuation that is proportional to the square root
of the carriers excited. This noise current and the detectivity limit
consequent from it can be determined as follows.

If n, is the total acceptor concentration and n, that of the com-
pensating donors, then the net concentration of activators is (ng —np).
The root-mean-square noise current {i,},,, will be

. enk [ 2N, (ny —mny) /2 E,
{?n}rms o TVAf EXD'| miem——
L np okT ] *
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But

h,
E, = .

A"l

therefore

epE (2N, (n, —n,) 1/2 h, 1
{in }rnm - TVAf exp| =—s— (1)
L Ny 2k A, T

where E' is the field in the photoconductor,
L is the distance between contacts,
7 is the lifetime,
V is the volume of the element,
Af is the frequency band over which measurements are made,
N, is the effective density of states in the valance band.

The other symbols have their conventional meaning.

If F is the radiant power incident on the detector and a, the radiant
cross section of each activator center, the signal current will be

erpl]
ia — (nA - nl)) Vapr (2)
L

and the signal-to-noise ratio

S np(ny —mnp) 7V 2 h, 1
—=q,F| ——— exp =] (3)
N 2N, Af 2k A,T

From this, it can be shown that

1
D* =K, exp K:——-> (4)
A"l7'
where
K, = ( ln“a" ) v ,

2N,
he
K,=—



INFRARED DETECTORS 19

where an integrating chamber is used. It should be noted that this
noise varies exponentially with the jonization energy, E,, of the impuri-
ties and with the reciprocal of the temperature, T, at which the cell
is operated. The ionization energy E, is, in turn, proportional to the
reciprocal of the long-wavelength limit of the photoconductor. There-
fore, the expression for noise can be put in terms of the temperature
of the cell and its long-wavelength limit. Using this relationship and
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Fig. 9 Detectivity as a function of 1/(N.T).

the expression for the photocurrent in terms of the incident radiation,
one can derive the general expression shown, with a coefficient con-
taining semiconductor parameters and an exponential term involving
the reciprocal of the long-wavelength limit and cell operating tempera-
ture. For a given class of photoconductors, the coefficient K, preceding
the exponential term is relatively constant. It appears, for example,
to apply to all of the impurity-activated germanium and germanium-—
silicon photoconductors that have been examined. Figure 9 gives a
plot of this equation together with a number of experimental points
for various impurity-activated germanium detectors that have been
measured.
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BACKGROUND RADIATION NOISE
Finally, there is the noise generated by the carriers that are excited
by background radiation. In practical application, a photoconductive
cell is exposed to background radiation coming through the optical
system that images the target on the cell. Under normal conditions,
this radiation is essentially black-body radiation corresponding to a
temperature of approximately 300°K. The amount of radiation inci-

10'3

10'2

loll —_—

R )
MICRONS
WAVELENGTH
Fig. 10—Background-limited detectivity (for a 27 solid angle field of view).

dent on the cell depends upon the aperture angle of the optical system
and the area of the cell. Like thermally excited carriers, the carriers
excited by the background radiation have a statistical fluctuation that
is proportional to the square root of the number of carriers excited.
Therefore, we can calculate a limiting D* for a detector knowing its
long-wavelength limit and the spectral distribution of black-body radi-
ation. The limiting D*(7) as a function of wavelength for a detector
(having unity quantum efficiency) and a 27 solid angle of view is
shown in Figure 10. If the angular aperture of the system, f, is less
than 180°, then
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D*(0) = D" (=) (sinf/2) 1. (5)

It is necessary in designing an infrared detector system to use the
specified performance characteristics of the particular type of cell to
be used. However, Equations (4) and (5) and the curves given in
Figures 9 and 10 are very useful in making preliminary estimates of
performance. For example, let us assume that a mercury-doped ger-
manium detector with a long-wavelength cutoff (A,) of 15 p, an
effective area of 0.1 em?, and an angular field of # = 58° is to be used
in an optical system employing a parabolic mirror whose area is 300
¢m?. The object being viewed has an area of 1 square meter and is
at a distance of d = 10 kilometers. If the atmospheric transmission
v is 25%, the detector system bandwidth 1 cycle/sec, and a signal-to-
noise ratio of 5 is required, what is the minimum permissible tem-
perature AT between the object and its environment ?

From the curve in Figure 10 and Equation (5), the D* limit set by
radiation background is 1.5 x 10" e¢m watts—'. With the aid of
Figure 9 and taking into account the long-wave limit of 15 p, it is
found that the detector must be cooled below 36°K. From the cell
area and frequency bandwidth, the detector has an NEP of 2.2 % 1012
watt; therefore, the radiant flux density at the mirror must be ap-
proximately J = 3.7 X 10— watt/cm?* for S/'N = 5. The black-body
radiation equations indicate the change in radiant power AW per
degree temperature in the vicinity of room temperature is 5 watts/
degree for a l-square-meter object. Finally, the inverse square law
relates radiation from the object and flux density at the mirror;

yAW 025 X 5 X AT

J= =
wd* 7(10%)=

Therefore, AT — 0.1°K.

From the foregoing discussion of extrinsic detectors, it is evident
that a high degree of control of spectral response has been achieved.
Improvements in this direction will be minor. It is expected that, as the
field develops, there will be marked improvements in detectors as the
result of reduction of nonfundamental noise due to contacts, channel-
ing, etc. There may also be some further reduction in generation—
recombination noise, but there is reason to believe that the improve-
ment that can be made in this direction is rather limited. It is prob-
able that the greatest advance will be made in improved quantum yield
or responsivity. Initially, these improvements will be bounded by the
gain—bandwidth limitation set by the relaxation time of the material,
but eventually, as more complex detector structures are developed, this
limit also may be exceeded.
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Summary—This paper deseribes a new type of photomultiplier tube
that extends the low-noise gain of secondary-emission multiplication into
the microwave range. The tube consists of a semitransparent photocathode
sensitive to the required spectral region, a multistage structure of trans-
mission secondary-emission dynodes, and a helical output coupler through
which the electrons from the last dynode are focused.

The experimental tubes deseribed are designed for a center frequency
of 1.5 ge and have a bandwidth of 1.0 ge. For visible light, the sensitivity
of these tubes approaches that of an ideal detector. Calculations indicate
that scaling of the multiplier design to frequencies as high as K. band is
possible.

INTRODUCTION

HE FUNDAMENTAL limitation on the frequency response of

photomultipliers is the transit-time dispersion of the electrons

as they traverse the multiplier structure. When the transit-
time dispersion becomes a significant fraction of the period of the
signal on the electron beam, the depth of modulation on the beam is
reduced and the power output decreases. The two major causes of
transit-time spread are (1) inequality of electron velocities, caused
primarily by the variation of initial velocities with which the electrons
are emitted and (2) inequality of path lengths of the electrons,
(Transit-time spread due to time spread in the emission is in general
negligible.!?)

Transit-time spread is difficult to minimize in multipliers that use
conventional reflection-type dynodes, i.e., dynodes in which the second-
ary electrons are emitted from the same surface that is bombarded by
the primary electrons. For minimum spread due to initial velocities,
the voltage between dynodes should be as high as possible. In reflec-

“ Sponsored by U.S. Army Electronics Laboratories, Fort Monmouth,
New Jersey.
. ' M. H. Greenblatt, “On the Measurement of the Average Time Delay
in Secondary Emission,” RCA Review, Vol. 16, p. 52, March 1955,
2 D.' J. Blattner, H. C. Johnson, and F. Sterzer, “Upper Limit of Time
Dispersion in Transmission Secondary Electron Emission from K(l Films,”
Appl. Phys. Letters, Vol. 4, p. 46, Feb. 1964,
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tion-type dynodes, however, the current gain is a maximum when the
primary electrons strike the emitting surface with velocities cor-
responding to only a few hundred volts; hence, minimum transit-time
spread and high current gain are incompatible. Also, because the
electron paths in reflection-type multipliers are generally curved,
maintenance of equal path lengths for all electrons is inherently
difficult.

As a result of the relatively large transit-time spread in multipliers
using reflection-type dynodes, the frequency response of the fastest
available electrostatically focused reflection-type multiplier is limited®
to about 1 ge. This limit has been extended to about 6 gc in an ex-
perimental crossed-field reflection-type multiplier built by Miller and
Wittwer.*

MAGNETIC FIELD

TSEM TSEM
PHOTOCATHODE  pyNODE DYNODE
LIGHT L
£ = — e OUTPUT
o : s e COUPLER

|

il —

Fig. 1-—Schematic diagram of two-dynode electron multiplier using
transmission secondary-emission dynodes.

In this paper we describe microwave photomultipliers using trans-
mission secondary-electron multiplication (TSEM) dynodes. In these
dynodes, primary electrons are incident on one side of a film, and
secondary electrons are emitted from the opposite side of the film. The
maximum current gain of most TSEM dynodes occurs typically at sev-
eral thousand volts, i.e., at voltages about an order of magnitude
higher than those used for reflection-type dynodes. As a result, transit-
time spread due to the spread in electron velocities can be made much
smaller in TSEM multipliers than in the fastest reflection-type multi-
pliers. Also, TSEM dynodes can be stacked in a parallel-plane geom-
etry, as shown in Figure 1, so that all electrons will travel in nearly
parallel straight lines of equal length. Measurements indicate that
multipliers using TSEM films will be usable at frequencies up to 30 gc

3(G. A. Morton, R. M. Matheson and M. H. Greenblatt, “Design of
Photomultipliers for the Sub-Millimicrosecond Region,” IRE Trans. on
Nuclear Science, Vol. NS-5, p. 98, Dec. 1958.

IN. C. Wittwer, “Fast-Rise Time (Less Than 1010 Secs.) Photo-
multiplier,” paper presented at the twenty-second Conference on Electron
Device Research, Cornell University, Ithaca, New York, June 1964.
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Fig. 2—Cross section of TSEM dynode.

— considerably higher than those achieved by the fastest multipliers
using reflection-type multiplication.

TSEM DYNODES

The dynodes used in our experimental microwave photomultipliers
consist of a sandwich of three films,” as shown in Figure 2—a sup-
porting substrate of aluminum oxide (AL,O,) 500 A thick, a 150 A&
thick conducting film of aluminum, and a 500 & thick film of the emit-
ting material, potassium chloride (KCl). Dynodes in which the KCl
film was replaced by magnesium oxide (MgO) were also tested.

The current gain of a typical KCI dynode is shown as a function
of dynode voltage in Figure 3. A gain of 3.8 is obtained for a voltage
of 4 kv, and a gain of 4.6 for a voltage of 6 kv.

The distribution of initial energies of secondary electrons from
KCI dynodes varies from about 0 to 5 volts, and can be approximated
by the following distribution function:

Vo

(o]

(o] | 2 T

3 4 S
DYNODE - KILOVOLTS

Fig. 3—Current gain of KCl transmission secondary-emission dynode as a
function of dynode voltage.

" E. J. Sternglass, “High-Speed Electron Multiplication by Transmis-
sion Secondary Electron Emission,” Rev. Sei. Instr., Vol. 26, p. 1202, Dec.
1955.
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where p is the fraction of electrons emitted per unit time with initial
energies between V, and (V, + AV,). The electron beam leaving the
dynode also contains a small proportion of high-velocity electrons,
most of which are probably primary electrons that are transmitted by
the film. The ratio of secondary electrons to transmitted primary
electrons (arbitrarily defined as electrons having energies greater
than 50 volts) is about 30 at 3 kv, 17 at 4 kv, and 10 at 5 kv.*
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Fig. 4—Current gain of MgO transmission secondary-emission dynodes as
a function of dynode voltage.

The current gain of dynodes using three different thicknesses of
MgO film is shown in Figure 4. The maximum current gain of 2.8 for
these dynodes is significantly lower than that attainable with KCIl
dynodes.

The results of life tests on both KCl and MgO dynodes are sum-
marized in Table I. The life of KC1 dynodes is seen to be a function
of the total charge density incident upon the dynode; gain decreases
by approximately 109 for every increment of 0.1 coulomb per square
centimeter. The MgO dynode, on the other hand, showed no decrease
in gain after incidence of a total charge density of 116 coulombs per
square centimeter.

OutpuT COUPLERS

The output coupler used in conventional reflection-type multipliers

6 M. M. Wachtel, D. D. Doughty, and A. E. Anderson, Advances in
Electronics and Electron Physics, Vol. 12, p. 64, Academic Press, New
York, 1960.



26 RCA REVIEW March 1965

is simply a load resistor in series with the electrode (anode) that col-
lects the current emitted from the last dynode. The power delivered
to such a load resistor is

m= I

Pp=— R (2)
2

where m is the modulation index of the average current, I, flowing
through the load resistor, R. The maximum value of load resistance
that can be used is usually limited by bandwidth considerations; for
bandwidths exceeding a few hundred megacycles, R is limited to, at
most, a few hundred ohms.’

Table I—Life-Test Data for KCI and MgO Dynodes

Dynode Dynode Total Decrease
Type of Bombardment  Voltage Time Charge Density in Gain
Dynode (amp/em?2) (kv) (hours)  (coulomb/em?2) (%)
3.2 x 106 4 7 0.01 none
04 x 106 4 97 0.08 10
KCl
0.4 x 106 4 188 0.14 20
40 x 10-¢ 4 7.25 0.27 30
MgO 400 x 106 5 80 116 none

In the TSEM photomultiplier, the current from the last dynode is
focused through a traveling-wave-tube-type helix, and is then collected
at a separate electrode (collector). The r-f output is taken directly
from the helix rather than from a load resistor connected to the col-
lector electrode. For the small currents used in microwave photo-
multipliers, the power output of the helical coupler is proportional to
the square of beam current;® therefore, it is possible to define an
effective output resistance R =P,/ (m212/2). Helical couplers com-
bine gigacycle bandwidth with effective output resistances of the order

"N. C. Wittwer, “Detection of Higher-Order Ruby Optical Maser
Modes,” Appl. Phys. Letters, Vol. 2, p. 194, 15 May 1963.

$B. J. McMurtry, “Microwave Phototube Design Considerations,”
IEEE Trans. on Electron Devices, Vol. ED-10, p. 219, July 1963.
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of a megohm.*" For a given current from the last dynode, therefore,
the power output of a helical coupler is several orders of magnitude
greater than that from a broad-band resistance coupler. Unlike re-
sistance couplers, helical couplers are band-pass devices; however, they
can be used for demodulating frequencies outside their pass band if
they are operated in the r-f mixing mode, as discussed later. Helical
output couplers are better suited for use in TSEM multipliers than
resistive couplers because, as mentioned previously, the current drawn
from high-gain TSEM dynodes must be kept small to ensure long life
of the dynodes.

360 (— —_—
I_*» 4uo

.u_v [
é 340 ——
x
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Y 320
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08 1.0 1.2 1.4 1.6 1.8 2.0

FREQUENCY-Gc

Fig. 5—Synchronous-velocity voltage of L-band helical output coupler
as a function of frequency.

The helices in our photomultipliers are wound from 0.010-inch-
diameter wire, are 12 inches long, have a pitch of 0.0192 inch and a
mean diameter of 0.163 inch, and are supported in fluted bulbs of
7052 glass. The measured dielectric loading factor of the glass-sup-
ported helix varies from 0.96 at 1 ge to 0.92 at 2 ge. The synchronous-
velocity helix voltage, shown as a function of frequency in Figure 5,
varies from 340 volts at 1 ge to 320 volts at 2 ge. For a ratio of beam
diameter to helix diameter of 0.8, the calculated beam-circuit inter-
action impedance of the helix ranges from 360 ohms at 1 ge to 60
ohms at 2 ge.l01

Figure 6 shows the effective output resistance of the microwave
phototube over the one-gigacycle pass band. The calculated values in
this figure are based on McMurtry's Equation (15) corrected for helix
loss.* The measured values were obtained by means of shot-noise
measurements. The curves show that R, is of the order of one meg-
ohm.

) l)r. J. Blattner et al, “LASECONS: Microwave Phototubes with
Transmission Photocathodes,” 1962 IEEE Int. Conv. Record, Pt. 3, p. 79,
March 1963.

10 J. R. Pierce, Traveling-Wave Tubes, D. Van Nostrand, New York,
1950.

1P, K. Tien, “Traveling-Wave-Tube Helix Impedance,” Proc. IRE,
Vol. 41, p. 1617, Nov. 1953.
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Fig. 6—Effective output resistance of L-band helical output coupler
as a function of frequency.

DESCRIPTION oF TSEM MICROWAVE PHOTOTUBE

Figure 7 is a schematic diagram of the complete TSEM microwave
phototube. (This tube is also called a LASECON, a name derived
from LASEr CONverter.) Incident light enters the tube axially
through a large window and strikes a transmission-type photocathode.
Photoelectrons emitted by the photocathode, which are bunched at the
modulation frequency of the light, are amplified by one or more TSEM
dynodes, and are then focused by means of an axial magnetic field
through the coupling helix. This bunched beam of electrons excites
an r-f wave on the helix. The wave is coupled through the glass

i "

7 ~:—ﬂ‘ o N S smrfm]h_

| = — yal
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Fig. 7—Schematic diagram of TSEM microwave phototube.
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envelope by a short length of helix connected to a coaxial connector.
At present, focusing is accomplished in a solenoid.

The transmission-type photocathode used in these microwave photo-
tubes can be made to provide any spectral response available in other
phototubes. Present tubes have been made to provide S-1 and S-20
responses. The light flux required to produce a given photocurrent
from the two different types of cathodes can be determined from
photoresponse curves. The S-20 cathode is better for wavelengths
below about 8000 A; the S-1 cathode is superior for infrared radiation
with wavelengths greater than 8000 A.

SIGNAL-TO-NOISE RATIO
The power signal-to-noise ratio at the output of a helix-type micro-

wave photomultiplier can be written as follows:

S P,
—= " (3)
‘\' I)xh T I)nl + l)[NlI'I =+ I)Ih

where
P, = signal power,
— shot-noise power,
P,,, — velocity-fluctuation noise power,
Py = partition-noise power,

P,, =— thermal-noise power.
The signal power P, is given by

P,= —l— m2l 2R, ;; = i m2(ay e a,) 2 IR,y (4)
2 2
where
m — modulation index of the current entering the helix,
I, — average collector current,

R, = effective output resistance of the helix (shown in
Figure 6, for example). For large velocity distribu-
tion in the electron beam, R, is reduced as dis-
cussed below.

a; = current gain of the i dynode,
I, — average cathode current,

n = number of dynodes.
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Equation (4) assumes negligible electron-beam interception by the
gun electrodes and the helix.

The shot-noise power P, is given by

P = 2el\BR;; | (ay @+ - - ) + (a; s+ a,?) (5)

+ ((1'] "'_'"'nufl:“nz)+“'+ (ﬂ'l.-)“‘.!2 "'"n:)]

where B is the coupler bandwidth and e is the electronic charge.
Equation (5) was verified with a three-dynode microwave phototube
operating at one gigacycle. The measured value of shot noise agreed
with the value calculated from Equation (5) to well within measure-
ment accuracy of + 1 db.

The velocity-fluctuation noise power is negligible compared to the
shot-noise power;® for a well-focused beam, the partition noise is
generally also negligible.

Finally, the available thermal-noise power output P,, from the
microwave phototube is given by

P, =kTB, (6)

where k is Boltzmann’s constant and 7 is the absolute temperature
of the output coupler.

When Equations (3), (4), (5), and (6) are combined, the signal-
to-noise ratio can be written

1
—m? (ay -+ - a,) *1°R,,,
S 2
= ‘ (7
N 2elBR,,[(a,--- a,) + (ay+-a,2) +---

+ (¢ - a,2)] + kTB

If each dynode has the same gain, Equation (7) simplifies to

1

— m? a2" IOA"R(”

—_——— —_— . (8)
N a* (a"+1—1)
2el,BR,,, + kTB

a—

]‘)48” K. R. Spangenberg, Vacuum Tubes, Ch. 12, McGraw-Hill, New York,
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In tubes with sufficient current gain, the shot-noise power is very
much larger than the thermal power; in this case the signal-to-noise
ratio is given by

S m* 10 a—1

—= _ (9)
N 4eB @

If the dark current from the photocathode is negligible, as is often
the case, the average cathode current I is given by

I, =nq ge, (10)

where n, is the average number of incident photons per second and 7
is the quantum efficiency of the photocathode. The shot-noise-limited
signal-to-noise ratio from the photocathode can then be written

S mPyny, a—1
—_— : (11)
N 4B «@

This expression gives the signal-to-noise ratio for an ideal photo-
detector when 7 (a — 1) /a equals unity; i.e., for a quantum efficiency
of unity and infinite dynode current gain. In practice the maximum
value of 7 is only about 0.2 (for an average S-20 cathode at a wave-
length of about 4,000 A). For KCIl TSEM dynodes, o« is typically 4,
so under shot-noise-limited conditions and for » = 0.2, the signal-to-
noise ratio of a TSEM tube is 8.2 db smaller than that of an ideal
detector.

The number of photons per second required to obtain a given
signal-to-noise ratio can be calculated from Equations (8) and (10).
Figure 8 shows the photon flux required to obtain a signal-to-noise
ratio of 10 db as a function of bandwidth for various numbers of
dynodes. Figure 9 shows the signal-to-noise ratio as a function of
photon flux for various numbers of dynodes at a fixed bandwidth of
100 me.

The curves of Figures 8 and 9 show that microwave phototubes
using TSEM dynodes require significantly fewer photons per second
for a given signal-to-noise ratio than tubes without current multipli-
cation. At narrow bandwidths (of the order of one megacycle) large
numbers of dynodes are required to approach the shot-noise-limited
signal-to-noise ratio; at bandwidths approaching one gigacycle, two
or three dynodes are sufficient.

For shot-noise-limited operation (defined as P, > 10P;), the
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Fig. 8—Photon flux required for a signal-to-noise ratio of 10 db as a
function of bandwidth.

minimum average beam current can be readily calculated from Equa-
tions (5) and (6). Table II gives the results of such calculations for
tubes having one to four dynodes. The table also shows the total charge
transported by the beams for every thousand hours of operation.
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Fig. 9—Signal-to-noise ratio as a function of photon flux for various
numbers of dynodes.
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Table 1T is useful in estimaling the life of KCl dynodes when the
phototube is operated with just enough beam current to provide shot-
noise-limited operation. In a tube with 4 dynodes, for example, the
beam carries a charge of 1.4 X 103 coulomb for every thousand hours
of operation. If the tube uses an L-band helical coupler, the cross-
sectional area of the beam is approximately 0.12 c¢m?; therefore the
charge density per thousand hours is 1.17 X 102 coulomb/cm?, and
the charge density incident upon the last dynode is approximately
2.9 X 10-3 coulomb,/em? per thousand hours. Because a KCI dynode

Table II—Beam Current and Electronic Charge per Thousand Hours for
Po—10 P (T =300°K, a =4, R,y =1 megohm)

Average Electronic charge
Number of Beam Current per 1000 hours
Dynodes (amperes) (coulombs/1,000 hours)
1 2.6 X 10—8 9.4 %X 102
2 6.2 X 10—9? 2.2 X 10—2
3 1.6 X 109 5.8 X 10—3
4 3.9 x 10—10 1.4 %< 103

can handle about 8 X 10—2 coulomb/cm* with only a 109 decrease in
gain (see Table 1), more than 10,000 hours of operation can be ex-
pected.

For tubes using only one or two dynodes, or for tubes with helices
designed for operation in the upper range of the microwave region,
the life expectancy of KCI dynodes may be too short for many appli-
cations. In this case MgO dynodes should be considered for the last
dynode stages; MgO dynodes can handle orders of magnitude more
charge than KCl dynodes (as shown in Table 1), but have the dis-
advantage of lower gain.

TRANSIT-TIME DISPERSION
Dispersion between the Last Dynode and the End of the Helix

Because the electrons entering the helix have a spread of velocities,
the electron beam debunches as it traverses the helix. The debunching
effects in helix-type phototubes without TSEM are so small that they
do not cause any significant deterioration of power output.® However,
the width of the velocity distribution of electrons emitted from the
TSEM dynodes is approximately an order of magnitude greater than
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the width of the velocity distribution of photoelectrons, and the effect
of this large velocity spread, though small, is probably not entirely
negligible.

The transit time of an electron traveling from the last dynode to
the end of the helix, t,, can be written

1 VvV, l v,
by = ty— 2d +——, (12)
e 14 2 yaz

v

|
<o

4
|
LAST BEGINNING
DYNODE  OF HELIX

DISTANCE

Fig. 10—Voltage distribution in the dynode-helix region assumed in
derivation of Equation (12).

where
to = transit time of an electron with zero initial velocity,
m = mass of electron,
V = helix voltage,
Vo= emission voltage of electron,
I = helix length,

d = spacing between final dynode and the beginning of the helix.

Equation (12) was derived for the voltage distribution shown in
Figure 10, with the assumption that the r-f voltages on the helix have
negligible effect on the motion of the electrons.

The reduction in depth of modulation caused by any given velocity
distribution can be calculated from Equation (12), as described in
the Appendix. For tubes having a spacing, d, of 0.125 inch and a
velocity distribution represented by Equation (1), the calculated
reduction in depth of 1.5 ge modulation as a function of helix length
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is shown in Figure 11. For a helix length of 12 inches, the modulation
is reduced by 20 percent.

Using coupled-mode theory, McMurtry® has derived an approximate
expression for the reduction of power output caused by a rectangular
distribution of initial electron velocities. According to McMurtry,
the fractional decrease in power output, AP/P, is approximately given

by
AP NAV \?2
—_—=—]> (13)
¢ o4 2V

o

/

o
o
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o

Fig. 11-—Calculated reduction in depth of 1.5 gigacycle modulation of elec-

tron beam caused by velocity dispersion as a function of distance along
the helix.

where
N = length of helix in slow-wave wavelengths,

AV — width of rectangular distribution of energies
of emitted electrons,

V — helix voltage.

For the tubes used in our experiments (V = 350 volts, N = 40, f = 1500
me), a power reduction of approximately 8% for AV =5 volts is
calculated from Equation (13). This value is qualitatively consistent
with the 209 reduction in modulation depth calculated from Equation
(12) and the velocity distribution of Equation (1).

Figure 12 shows an experimental arrangement used for determi-
nation of the power reduction caused by the velocity spread of sec-
ondary electrons from TSEM dynodes. In this arrangement, the power
output of a tube using a single TSEM dynode was compared with that
of a tube using no dynode. The two tubes were made as similar as
possible except for the inclusion of the TSEM dynode in the gun of
one tube. The photocathodes of the tubes were illuminated by a He-Ne
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gas laser operating at 6328 A to produce the bunched electron beamn.
The laser was adjusted to operate in purely longitudinal modes. The
mode spacing of the laser used was approximately 94 me, and the tube
voltages were optimized for maximum power output at the tenth
difference frequency (about 935 mec). The output of the tube was
amplified in a traveling-wave tube, heterodyned down to 30 me, ampli-
fied in an intermediate-frequency amplifier, fed into a crystal detector,

HALF - MICROWAVE
SILVERED PHOTOTUBE
He Ne LASER MIRROR WITH TSEM
| e— GV N , { >

ATTENUATOR
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.
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(t =965 Mc) T MIXER

< 30 Mc
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Fig. 12—Experimental arrangement used for measuring power reduction
caused by velocity spread of secondary electrons from TSEM dynode.

and displayed on an output meter. All measurements were made under
the following conditions:

(1) same collector current in both tubes (the light incident on
the TSEM tube was attenuated with a neutral density filter
to compensate for the TSEM gain),

(2) current interception on the helix less than 157,

(3) constant laser excitation,

(4) same distances of the external output coupler from the elec-
tron gun in both tubes.

Figure 13 shows the power output at 935 mc as a function of the
distance of the external output coupler from the gun for both tubes.
For a very short length of helix, the power output of the TSEM tube
is about 1 db higher than that of the tube without a dynode. This
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disparity probably results from small differences in the construction,
alignment, and focusing of the two tubes. For greater helix lengths
the difference in power output between the two tubes becomes slightly
less, as predicted by Equations (12) and (13). The scatter in the data
is too large to support a definite conclusion that any deterioration of
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Fig. 13—Power output as a function of helix length for microwave
phototubes with and without TSEM dynode.

power output is caused by velocity dispersion in the TSEM tube. How-
ever, if such deterioration does occur, the loss does not exceed one or
two db. This amount of deterioration is negligible compared to the
gain in power resulting from the multiplication of the beam current.

Determination of transit time dispersion was also made by com-
paring the shot-noise outputs of two microwave phototubes, one with
a single dynode and one with no dynode. The spacing between the
dynode and helix was unusually large (0.220 inch), so the transit-time
dispersion in this region was accentuated. The measured frequency
response of the TSEM tube was down by 3 db at 2100 me, while calcu-
lations based on the Appendix and Equation (1) predict a drop in
response of 4.3 db at 2100 mc. Thus it appears that the actual velocity
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distribution of the secondary electrons is somewhat narrower than
that described by Equation (1).

The time dispersion in the helical coupler is small regardless of
the center frequency of the tube, because higher frequency tubes use
shorter helices. Equation (12) indicates that the time dispersion in
the helix is proportional to its length. However, the impedance of a
helical coupler, neglecting losses, is proportional to its length in wave-
lengths. For example, an S-band (2-to-4 ge¢) coupler is only about half
as long as an L-band (1-to-2 gc¢) coupler of the same impedance, and
the ratio of the r-f period to the time dispersion is the same for both
couplers.

Dispersion between the Photocathode and the Last Dynode

The transit time f, of an electron traveling between two dynodes
or between the photocathode and the first dynode can be written

2m s 2V  m _
ti==8 —_— -, (14)
Ve Vv e

where s is the distance between the two electrodes, and V is the voltage
between them, and where it is assumed that the electron travels in a
straight line normal to the two electrodes.

The reduction in the depth of modulation as the electron beam
traverses the multiplier structure can be calculated from Equation
(14) with the aid of the Appendix and the velocity distribution of
Equation (1). (The transit-time effects in the cathode—first-dynode
region are generally negligible compared to the transit-time effects
in the region between dynodes because of the large difference in initial
velocity distribution between photoelectrons and secondary electrons.)
For L-band tubes, these calculations predict negligible reduction in
modulation.

The calculations were verified experimentally by use of a set-up
similar to that shown in Figure 12. Instead of the tube having a
single dynode, however, a tube with three dynodes was used. The helix
length for each tube was the same. Within the experimental accuracy
of =1 db, no reduction of modulation was observed in the three-dynode
tube at a frequency of 1000 me.

To get maximum frequency response, the dynodes must be spaced
as close as possible. A spacing of five millimeters, which can be
achieved without difficulties, yields the following calculated reduction
in the depth of modulation for a three-dynode tube: 99 at 5 ge; 297
at 30 ge.
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R-F MIXING OPERATION

When the incident light beam is modulated at a frequency f,, that
is outside the passband of the helix, the tube can still be used to
demodulate the signal if an r-f pumping signal f, is supplied at the
input of the helix (see Figure 14), provided f, and either (f, + fs)
or |f,,—f,|, or both, are in the helix pass band. The r-f output from
the helix contains f, and one or both of the sidebands, so f, can be
recovered by passing the output into a crystal mixer. This novel tech-
nique greatly extends the useful frequency range of the TSEM micro-
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Fig. 14—R-F mixing mode of operation of microwave phototube.

wave phototube. For example, a tube having a helix that operates in
the range from 1 to 2 gc can be used in this mode of operation to
demodulate signals ranging from 0 to 4 gc.

For low currents, the power output at the sideband frequencies is
proportional to the square of the beam current (see Figure 15), so an
effective output resistance R, can be defined as follows:

1
I‘xh: o "'._'IOZRMM'I- (15)
2

where P, is the power at one side-band frequency. R, is a function
of the r-f pump power; the optimum pump power is of the order of
0.1 to 1 milliwatt (see Figure 16). Our experiments show that R,;,
is independent of signal frequency for frequencies ranging from audio
to one thousand megacycles. For the L-band tube, the measured opti-
mum value of R, in this range is about 0.1 megohm.

(CONCLUSIONS

The use of transmission secondary-emission dynodes in a micro-
wave phototube makes it possible to combine the high, noise-free gain
of secondary-emission multipliers with the large bandwidth and high
output resistance of a microwave helix. Tests of an L-band tube have
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demonstrated that there is no deterioration of modulation by the
secondary-emission multiplication in the dynodes; this result confirms
the calculation of expected performance. The noise is that predicted
from the statistics of photo and secondary emission. Thus the sensi-
tivity of the TSEM microwave phototube can approach the sensitivity
of conventional low-frequency reflection-type photomultipliers.
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APPENDIX—A SIMPLE ANALYSIS OF MODULATION LOSS CAUSED
BY VELOCITY DISPERSION

Because of the spread in emission velocities of secondary electrons,
the electrons reaching a given location at a given time can be con-
sidered to have been emitted at various times and, therefore, with
various phases of the signal excitation (assumed to be sinusoidal).
The difference in phase of excitation Af for electrons emitted at time
intervals equal to At is given by

A = (-)Af, (16)

where o is the signal frequency. The time interval Af is determined
from Equation (12) or (14).

The reduction in modulation depth caused by combining electrons
with various phases of excitation at the location of interest is calcu-
lated by summation of vectors having amplitudes proportional to the
number of electrons that have given values of Af. The ratio of this
vector sum to an algebraic sum of the same amplitudes defines the
fraction of modulation depth remaining at the location corresponding
to the value of At used.

Although the summation of modulation amplitude vectors can be
performed with great accuracy by machine computation, a good esti-
mate can be obtained by simple graphical addition. For example, the
emission-voltage distribution of Equation (1) can be approximated
by five vectors of relative amplitude 0.36, 0.28, 0.20, 0.12, and 0.04 (or
9:7:5:3:1), corresponding to V,=0.5, 1.5, 2.5, 3.5, and 4.5 volts,
respectively. These vectors, added at phase angles appropriate to their
emission voltages and the assumed tube geometry, vield a resultant
modulation depth that can be compared with unity (or 25) to deter-
mine the extent of the loss caused by the velocity dispersion.



A MODE ANALYSIS OF QUASI-ISOTROPIC
ANTENNAS

By

0. M. WoODWARD

RCA Missile and Surface Radar Division,
Moorestown, N. J.

Summary—A general approach is deseribed for the analysis of antenna
radiation characteristics from quasi-isotropic antennas. The theory is based
on the superposition of symmetrical mode patterns produced from different
types of decoupled ring arrays. In particular, a detailed study is made of
electrically small radiators having omnidirectional radiation in one major
plane. The calculations are presented in a number of graphs that are useful
in the design of quasi-isotropic antennas for satellites or other spacecraft.

INTRODUCTION

some time is the design of a high-gain antenna having a

directive beam. Today, however, he is frequently faced with
the need for designing an antenna with the opposite characteristics;
i.e, a low-gain antenna having radiation characteristics approaching
those of an isotropic source. It has been shown that a truly isotropic
antenna is impossible; that is, there is no antenna which for a given
polarization will maintain constant field strength over the surface of
the radiation sphere.! Subject to this basic limitation, however, it is
possible to obtain radiation having definable ranges of amplitude
variation and polarization characteristics over an appreciable portion
of the sphere.

Communication antennas for satellites, missiles, and other space-
craft have become increasingly important during recent years. Con-
siderations of stabilization, orbit trajectory, and spin have generally
required that such antennas have patterns that are circularly sym-
metric with respect to the spin or reference axis of the space vehicle.
Only patterns of this category are considered in this paper. The
advantages of circular polarization over linear polarization for greater
system optimization and overall gain in certain applications are now
being extensively exploited. Furthermore, as the complexity of satellite
equipment increases, the stringent weight, space, and reliability re-

g- COMMON PROBLEM that has faced the antenna engineer for

. 'H. F. Mathis, “A Short Proof that an Isotropic Antenna is Impos-
sible,” Proe. I.LR.E., Vol. 39, p. 970, Aug. 1951; see also, H. F. Mathis, “On
Isotropic Antennas,” Proc. I.R.E., Vol. 42, p. 1810, Dec. 1954.
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quirements emphasize the importance of multi-port antennas capable
of serving more than one transmitter or receiver without the need of
remote switching.

The mode concept of pattern syvnthesis was started at RCA during
the development of an electronic scanning antenna,? and subsequently
led to the development of the multi-port antenna components for the
NASA Relay communications satellite and other spacecraft antenna
systems. It has proven to be a very useful tool, not only in establishing
theoretical limitations on the radiation characteristics of familiar
antennas, but also as a guide in deriving new types of antennas suit-
able for specific quasi-isotropic applications.

This study is confined to the theoretical radiation characteristics
obtained from certain idealized antennas of small electric size.

MODE ANALYSIS

The work is based on the theory that an antenna pattern having
rotational symmetry with respect to a reference axis consists of the
superposition of one or more independent, decoupled radiation mode
types, each of which also has a symmetrical radiation pattern. In this
connection, a mode is defined as radiation that is omnidirectional in
magnitude in the plane normal to the reference axis, and that has an
integral number (H) of cycles of phase variation throughout 360°
in the plane. This phase variation may be either clockwise or counter-
clockwise. The mode-identifying integer may also be zero, i.e., the
radiation may be constant in phase.

Such modes may be conceived as emanating from an infinite number
of infinitesimal radiators (Hertz dipoles) arranged in a very small
circle or ring coaxial to the reference axis. For any given mode, three
orthogonal orientations of the radiators are possible, namely axial,
tangential, and radial (Figure 1). It should be pointed out that as
the radius, a, approaches zero, such a ring becomes a supergain radi-
ator that is physically unrealizable. However, these concepts are quite
useful as elementary building blocks in a theoretical study, first because
they illustrate the ultimate limitations, and second because a number
of practical antenna configurations have radiation characteristics that
closely approximate these idealized patterns.

The radiation geometry can be most conveniently expressed in the
usual #, ¢ spherical coordinates with 6 = 09 reference axis oriented
normal to the plane of the rings (Figure 1). For convenience in this

. 2C. P. Clasen, J. B. Rankin, and 0. M. Woodward, Jr., “A Radial-
Waveguide Antenna and Multiple Amplifier System for Electronic Scan-
ning,” RCA Review, Vol. XXII, No. 3, p. 543, Sept. 1961,
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paper, the reference axis is assumed to be vertical. At any point in
the far-field region the radiation may be specified by orthogonal field
components, F, and F,. F, is the component lying in the elevation
plane containing the reference axis, and F, is the component normal
to this plane.
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Fig. 1—Geometry of ring elements.

Chireix® has described the properties of rings with axial radiators.
This work was extended by Knudsen in a number of extensive studiest ¢
that include the tangential and radial types as well. Expressions from

“H. Chireix, “Antennes a Rayonnement Zénithal Réduit,” L’Onde
Elee., Vol. 15, p. 440, 1936.

' H. L. Knudsen, “The Field Radiated by a Ring Quasi-Array of an
Infinite Number of Tangential or Radial Dipoles,” Proc. LR.E., Vol. 41,
p. 781, June 1953.

SH. L. Knudsen, “Radiation Resistance and Gain of Homogeneous
Ring Quasi-Array,” Proc. L.R.E., Vol. 42, p. 686, April 1954.

*H. L. Knudsen, “Radiation from Ring Quasi-Arrays,” I.R.E. Trans.
Antennas and Propagation, Vol. AP-4, No. 3, p. 452, July 1956,
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Table I—Relative Magnitudes of Elevation Patterns of an Infinite Number
of Hertz Dipoles in a Ring whose Radius ¢ —0 (from Knudsen).

Mode Type F,

Axial sin 6 0

H=0 Tangential 0 sin #
Radial cos f sin 4 0
Axial [sin g]'H|+1 0

H=%1,+2, ‘

+3, Tangential cos # [sin #]1H|—1 [sin g]H|—1

Radial cos  [sin #]1H[—1 [sin ]1H| -1

these works for the relative elevation field patterns of rings having
very small radii are summarized in Table I.
The elevation pattern characteristics may also be derived quite
simply for the lower order modes from ring arrays of only four
elements. This is evident since the patterns in the azimuth plane
become nearly circular for this case as the ring radius, @, approaches
zero. The normalized patterns for any ring radius in the elevation
plane at ¢ — 0° are tabulated in column 1 of Table II with respect to

Table II—Relative Magnitudes and Phases of Patterns in Elevation Plane
for Four Hertz Dipoles in Ring of Radius a (k= 27/\).

(2)
Normalized patterns in elevation plane lima—0
Mode Type (¢ =0°)
Fo F, Fo F,
Axial sinf[1 + cos (kasind)] 0 sin# 0
H=0 Tangential 0 jsin (kasin#) 0 jsing
Radial jeos#sin (kasing) 0 jsinfcost 0
Axial jsingsin (kasing) 0 Jsin=6 0
H=#1
Tangential +jcosf cos (kasing) +jcosh 1.0
Radial cosfcos (kasing) =+11.0 cosfl +71.0
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a reference element at the ring center that is in phase with the ring
element located at ¢ = 0°. The limiting field expressions as a — 0 are
given in column 2, and are seen to be identical in magnitude to the
corresponding terms of Table I for H — 1. The positive sign of the
mode number, H, is taken here to mean a phase increase that is pro-
portional to the counterclockwise ¢-angle as indicated in Figure 1.

Knudsen® has noted that only modes H — =1 of the tangential and
radial types can radiate in the directions # = 0° and # = 180°, all
other modes having a null in these directions. In addition, the tan-
gential and radial patterns are identical in shape for H = +1, differing
only in their relative phasing (see column 2 of Table I1I). For any
mode (except H — 0), either the tangential or the radial type is suffi-
cient in a study of mode combinations radiating from small ring arrays
(see Table I).

It may also be concluded that one (and only one) mode may be
employed if the desired radiation pattern is required to be omnidirec-
tional in the azimuth plane. This is evident from the fact that if two
or more different modes are superimposed, their unequal phase varia-
tion with the angle ¢ will result in a variable amplitude characteristic¢
about the reference axis. However, any combination of geometric types
of a single mode (with the same sign of H) may be used without dis-
turbing the omnidirectional properties in the azimuth plane.

Knudsen has also discussed the super-gain limitations of practical
ring arrays and observed that the minimum circumference in wave-
lengths is approximately equal to the highest-order mode component.
Hence, in this study of electrically small antennas (approximately one
wavelength in circumference or less), only the lower-order modes
(H=0 and H = #+1) can be considered.

Mode Gain Factors

The gains with respect to a linearly polarized isotropic source are
tabulated in Table II1 for various types of the two lower-order modes.

Referring to column 2 of Table II, the axial and tangential patterns
of the H = 0 mode are identical to those of a single Hertz dipole having
a gain of 1.5. The radial type for the H = 1 mode becomes a turnstile
of orthogonal Hertz elements in the limit as the radius, a, approaches
zero. Thus the gain for the F, and F, components is just half that
of a single element, or 0.75. The tangential and radial types for H — 1
have the same gains, since their patterns are identical in magnitude.

The gain of the axial type for the H = +1 mode is obtained by the
usual method of integration for patterns having omnidirectional radia-
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tion in the # = 90° plane. Thus, on integrating the power density over
the spherical surface for both an isotropic pattern and the above
pattern, the gain is the ratio of the resultant summations;

w/2

f sin #df

0
f sin® fdf
0

The gain for the radial type of the H = 0 mode is found in a similar
manner. For this case the maximum field occurs at f = 45° and 135°.

Table 11I—Power Gain Relative to a Linearly Polarized Isotropic
Source for the # and ¢ Components

Mode Type Gy G
Axial 1.5 0

H=0 Tangential 0 1.5
Radial 1.875 0
Axial 1.875 0

H=1 Tangential 0.75 0.75
Radial 0.75 0.75

General Radiation Characteristics for Combined Mode Types

Various radiation characteristics in the elevation plane may be
obtained by changing the relative amplitudes and phases of super-
imposed rings of different geometric types. As pointed out earlier,
however, these rings must have identical modes or phase progressions
to preserve omnidirectional patterns in the plane of # = 90°.

All possible elevation patterns for the H — =1 mode may be calcu-
lated from a combination of only two different types: (1) the axial,
and (2) either the radial or the tangential, since the magnitudes of
the latter two are identical as previously described. Although three
different types are available for the H =0 mode, only combinations
of the axial and tangential types are considered here since these are
sufficient for most of the practical designs of electrically small an-
tennas.

The notation employed for the power division between the super-
imposed rings is
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P, = the fraction of the total input power to the axial ring,

Py = (1—P,) =the fraction of the total input power to the
tangential ring.

Thus all of the different radiation characteristics may be defined
in terms of only one power parameter, ;. This is possible because
the modes to be combined are decoupled.

The method chosen for defining the relative phasing is a phase
comparison between the currents flowing in the superimposed rings
at the same ¢-angle. This approach has been found useful since it
allows a simple physical identification between many types of practical
antenna designs and the corresponding theoretical patterns. Hence,
in the following calculations, f is defined as the phase of the tangential
ring current at any ¢-angle relative to the phase of the axial current
at the same ¢-angle. For the in-phase condition (8 =0°), the currents
are assumed to flow in directions indicated in Figure 1.

Having derived the relative pattern shapes (Table II) and the
gains (Table III) for the different mode types, the elevation field
patterns for both the F, and F, components may now be written in
terms of P, and B for the various ring combinations.

The expressions for the axial and tangential combinations of the
H =0 mode relative to a linearly-polarized, isotropic source are

Fy=~/15P,sinf + 0, (1)
F),=0+ VI5 (1 —P,) sin g eiB+0 (2)

Corresponding expressions for the axial and tangential combina-
tions of the H — +1 mode are

Fy=em [\V18T5 P sin2 § + \ /075 (1—P,) cos 6 eif], (3)
Fy=0+ V075 (1—P,) e, 1)

The above relationships are sufficient to determine the various
radiation properties in the elevation plane of the two lower order
modes, H =0 and H = 1, in terms of P, and B. These are considered
separately in the following sections. The study has shown that the
data for B =0° and B=190° is of greater practical importance at
present. However, curves for the intermediate values of B =45° are
also given for the sake of completeness and possible future use,
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H — 0 Mode Combinations of the Awial and Tangential Types

As both the F, and F, patterns for the H — 0 mode (Equations
(1) and (2)) are funections of sin # only, then any combined relation-
ship also has the same characteristic, and only a single normalized

ELEVATION PATTERN H=0

‘:’ (NORMALIZED) A AND T QOM@NENTS
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(o] 20 40 60 80 8 100 120 140 160 180

Fig. 2—The normalized elevation pattern for the H =10 mode combinations
of the axial and tangential types.

pattern in terms of # (Figure 2) is needed to show the relative varia-
tions in the elevation plane for any of the radiation parameters.
Therefore only the absolute magnitudes of the various radiation
characteristics at the beam maximum ( =90°) will be discussed.

The field intensities (in decibels) of the F,; and F, patterns at
g — 90° relative to a linearly polarized isotropic source are given in
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Figure 3 in terms of P,. This data is independent of the parameter
B, as neither Equations (1) or (2) involve both axial and tangential
components simultaneously.
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Fig. 3—The magnitudes (in db relative to a linearly-polarized isotropic
source) of Fy, F., and power density at # — 90° for the H — 0 mode com-
bination of the axial and tangential types in terms of P..

Figure 3 also shows the power density radiated at # = 90° as a
function of P,. The power density is equal to the sum of the powers
radiated from any two orthogonal radiation components, either linearly
polarized or circularly polarized. This radiation characteristic is useful
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in applications such as polarization diversity reception. It is apparent
from Equations (1) and (2) for the orthogonal F, and F, components
that the power density is independent of Py.

The maximum (F,,,.) and minimum (F,;,) values of field intensity
at # — 90° may be found either by mathematical computations™ or by
graphical means from a polarization chart. As the latter process was
employed in this work, a short description is given below.

This system’ is especially well suited for plotting the pertinent
polarization parameters on a single graph consisting of the ordinary

Table 1V—Relationship between Impedance and Polarization Charts

Impedance Chart Polarization Chart
Impedance magnitude Fs/Fo
Impedance phase angle, A phase of F. relative to Fo

(A—0° for the right half of the great
circle, 90° for the vertical axis, and 180°
for the left half of the great circle)

Standing-Wave Ratio Axial Ratio of Fu./Fuin

Distance toward generator, a angular orientation of Fl.« with respect to
(in electrical degrees) Fa

Carter® impedance chart with altered coordinates for representation
of elliptically polarized characteristics. The illustrative example of
Figure 4 indicates the geometric relationships of the polarization
chart to the impedance chart, and the tabulation of Table IV gives
the relationship between the two systems.

In Figure 4 the intersection on the polarization chart of the
(F,/Fy) curve and the phase angle curve (1) locates the point P. A
circle is drawn through P as indicated. The lines joining the a = 90°
point to P and to the point diametrically opposite P define the magni-
tudes of the F, and F';, components. The intersection of the circle with
the vertical axis defines the magnitudes of the F,,.. and F,;, compo-

7V. H. Rumsey, “Part I—Transmission Between Elliptically Polarized
Antennas,” Proc. I.R.E., Vol. 39, p. 535, May 1951 (see also papers follow-
ing Part I).

$ P. S. Carter, “Charts for Transmission-Line Measurements and Com-
putations,” RCA Review, Vol. 1T1, p. 355, Jan. 1929,
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nents. Thus, this polarization chart enables the F.. and F_, magni-
tudes to be determined in terms of the known F, and F, components.

Using this polarization chart, the F,, _ and F;, values at 6 = 90°
relative to a linearly polarized isotropic source are plotted (in decibels)

90°

Fig. 4—Polarization chart showing the geometric representation of
components for elliptical polarization.

as a function of P, and # in Figure 5. It may be noted that if B =i0°;
the F,,,. and F,,, variations are identical to the Fy and F, patterns
of Figure 3. With the geometry and definitions employed here, the
radiation is right-hand elliptically polarized® for all values of P, other
than 1.0 or 0. For 8 = 90°, the radiation is linearly polarized and the
F..x curve of Figure 5 is the same as the power density curve of
Figure 3.

! “Standards on Wave Propagation: Definitions of Terms, 1950,” Proe.
LR.E., Vol. 38, p. 1265, Nov. 1950.
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The ratio of F,. to F,, or axial ratio, is plotted in Figure 6 as
a function of P, and B as calculated from the data of Figure 5. Cir-
cular polarization can only be obtained for P,=05 and #=0° For
B =90° the radiation is linearly polarized for all values of P, and
hence the axial ratio is infinite.

The elliptically polarized radiation with a major axis F,, and
minor axis F,, may be resolved as two counter-rotating, circularly
polarized wave components having field magnitudes of 1/2 (F,,+
Fow) and 1/2 (F,. — Fy;). Therefore the power absorbed by a

F MAX 8 F MIN AT §=90° H=0 '
db A 8T COMPONENTS
4 T T T T T T ]

+— L2 = . . |-
2’__,;_| F‘MAX.,B-90°J*L |
l\ | | [ }
-
F
: /N
N
it
| R Y T O S5
[ N
| Pt ~
fo— F MIN,B=0° — |
: \
[ [N
IREY
- t\T\\i \\I |
l RN .
I B | {
fo— ' F MIN,B=45° \
L e b
1 | N
—1 + A4
| | \I
+—1—1% 1
4 -
[ ] [ Py
T + 4 “':
EEEE
t +—1 t
} 4 4 ‘ - |
| [ |
R
[
- f
BERSE
5 é 7 8 9 10

»

Fig. 5—The magnitudes (in db relative to a linearly-polarized isotropic
source) of Flu.. and F... at 4 — 90° for the H — 0 mode combination of the
axial and tangential types as a function of I’y and f.
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circularly polarized receiving antenna (P,.,) is proportional to the
sum of the squares of the orthogonal field magnitudes for each of the
circularly polarized components, or

1
I)"l' K= [[‘III:IX * i‘min]:- (5)

~

The data of Figure 5 was used along with these relations to calcu-
late the curves of Figure 7, which show the gain (in decibels) at
# =90 relative to a circularly polarized isotropic source in terms of
P and B when measured with right-hand (RH) and left-hand (LH)
circularly polarized antennas. It is seen from the B =0° curves that
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Fig. 6—The axial ratio characteristics (in db) at any # angle for the
H = 0 mode combinations of the axial and tangential types as a function
of P, and f.
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the gain varies little for a wide variation in P,. For linearly polarized
radiation (8 =90°), the gain is down 3 decibels from the maximum
gain, and is independent of P .

Summarizing the cale

ulations for the axial and tangential com-

binations of the H = 0 mode, the data of Figures 3, 5, 6, and 7 give

the relative gains at # — 90°
radiation parameters of F,

in terms of P, and B for the various
F,, power density, F ., F .. axial ratio,

Fyu, and Frg. Corresponding values at other #-angles may be deter-
mined by utilizing the normalized curve of Figure 2.
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Fig. 7—The right-hand

and left-hand circularly-polarized components at

4 — 90° for the H — 0 mode combinations of the axial and tangential types

as a function of P« and 8. The magnitudes (in db

) are relative to a cir-

cularly polarized isotropic source.
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The curves for 8 =45° and 90° in the above charts apply for both
positive and negative values of 8. It is seen from Equations (1) and
(2) that the designated senses of circular polarization must be reversed
for 90° < |B| = 180°.

H =1 Mode Combinations of the Awxial and Tangential Types

Elevation patterns of F, and F, for the axial and tangential com-
binations of the H — +1 mode given in Equations (3) and (4) are

H=+1

100 120 140 160 180

Fig. 8—F, and F, elevation patterns (in db relative to a linearly polarized

isotropic source) for the H — +1 mode combinations of the axial and tan-

gential types with 8 — 0° and P, variable. These curves also represent the
extremes of the field variation from Fuux to Fui, for 8= 0°
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plotted in Figures 8, 9, and 10 against the angle # in terms of the
parameters P, and 3. Since the tangential type for H = +1 radiates
circular polarization at # = 0° and § = 180°, the F, and F, components
are independent of 8 at these angles. From Equation (4), the magni-
tudes of the F, curves are functions of P, only and are independent
of the angle #. Thus they appear as horizontal lines on the rectangular
plots of Figures 8, 9, and 10. The F, curves, however, are functions
of 4, P,, and B (see Equation (3)). In Figure 8, for B=—=0° it is seen
that the F, characteristics are unsymmetrical with respect to the

|
\ ‘
l‘! | 1 }
JO N I } ) 1 I I |
0 20 40 60 80 " 100 120 140 160 180
Fig. 9—F, and F, elevation patterns (in db relative to a linearly polarized

isotropic source) for the H — 41 mode combinations of the axial and tan-
gential types with = 45° and P variable.
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azimuth plane (# =90°) for all values of P, other than 1.0 and 0.
This property is useful in improving hemispheric coverage for circular
polarization. The curves of Figure 10 for B =90° exhibit perfect
symmetry with respect to the azimuth plane.

Next, curves are presented for the maximum and minimum values
of field intensity with respect to a linearly polarized isotropic source.
As with the previous data given for H = 0, the Foa. and F , curves
for H—=+1 and B =0° are identical with the F, and F, curves of

'
1
1
|
20 40 60 80 Va 100 120 140 160 180

}“ig. 10—F's and F, elevation patterns (in db relative to a linearly polarized
isotropic source) for the H — 41 mode combination of the axial and tan-
gential types with = 90° and P, variable.
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Figure 8. For this case, the solid and dashed lines represent only the
extremes of the field variation from F,, to F,., as a function of the
angle A. Corresponding curves for B =—45° and B = 90° are given in
Figures 11 and 12, respectively.

The axial ratio of F,,. to F, plotted against the angle # is given
in Figures 13, 14, and 15 for - 0°, 45°, and 90°, respectively. For
values of P, other than 0 and 1.0, the curves of Figure 13, for g =107,
are seen to rise first from 0 decibels (circularly polarized radiation) at
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Fig. 11—F . and Fuin elevation patterns (in db relative to a linearly
polarized isotropic source) for the H = +1 mode combinations of the axial
and tangential types with B = 45° and P. variable.
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f/ =0° to some finite value (elliptical polarization of the same sense),
then fall back again to 0 decibels before rising rapidly to a high axial
ratio (linear polarization) at some value of # which depends on Py
At higher f-angles, the axial ratio drops back to 0 decibels at # — 180°
(circular polarization of the opposite sense).

In contrast, the axial ratio curves of Figure 15, for B =90°, show
symmetry about the # = 90° plane and also indicate that only linearly

db F MAX AND F MIN H=+|

INNEEFPENERENNEE

Fig. IZ—F.‘ and F... elevation patterns (in db relative to a linearly
polarized isotropic source) for the H — 41 mede combinations of the axial
and tangential types with 8= 90° and P. variable.
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polarized radiation can be obtained in that plane regardless of the P,
value.

The F,,, and F;, data of Figures 8, 11, and 12 are used in con-
junction with Equation (5) to determine the gain (in decibels), rela-
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Fig. 13—The axial ratio characteristics (in db) plotted against the elevation
angle, 6, for the H — 41 mode combinations of the axial and tangential
types with #—0° and P. variable.

tive to a circularly polarized isotropic source, in terms of P, and f as
measured with circularly polarized antennas. Charts showing gain
plotted against angle # are given in Figures 16, 17, and 18 for =07,
45°, and 90°, respectively. As mentioned previously, considerably more
than a hemispheric coverage for a single sense of elliptical polarization
can be obtained for g = 0° and intermediate values of P, (Figure 16).
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The symmetry of the curves for g =90° (Figure 18) indicates
equal values of RH and LH circular polarization, i.e., linear polariza-
tion at # = 90°.

Graphs for the power density versus angle # for £ =0°, 45°, and
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Fig. 14—The axial ratio characteristies (in db) plotted against the eleva-
tion angle, #, for H = 41 mode combinations of the axial and tangential
types with # = 45° and P. variable.

90° are given in Figures 19, 20, and 21, respectively. It is noted that
nulls occur only at the poles (# = 0° and 180°) for P, =1.0, and that
the power density has little variation with # for certain values of P,
and f.

This raises the interesting point of how close an electrically small
antenna can approach a completely isotropic radiator in terms of power
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density.” To answer this question, the maximum variation in power
density was determined from Figures 19, 20, and 21 in terms of 7
and B, and the results plotted as the curves of Figure 22. It is seen
that for 8 =90° and P, — 0.27, the radiation is spherical within 0.6
decibel.

o F Max
* F MIN

AR

Hetl
B=90°

N S

Fig. 15- ~The axial ratio characteristics (in db) plotted against the eleva-
tion angle, #, for the H = 41 mode combinations of the axial and tangential
types with #—90° and P. variable.

Figures 23 to 27 are presented to summarize the foregoing data of
the H = +1 mode in polar form to give a better overall picture of the
significant changes in pattern shape with variation in the parameters.

“It is to be noted that this is not in violation of the impossibility of
achieving a truly isotropic antenna since the references! apply to a specific
polarization sense, not power density.
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These charts enable the user to pinpoint ranges of parameters defining
desired radiation characteristics quickly; then more detailed and accu-
rate data may be found by reference to the previously described
rectangular plots.

Figure 23 gives the F, and F, characteristics in terms of B and
representative values of P,. The gain reference is a linearly polarized
isotropic source.
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Fig. 16—Elevation patterns of the right-hand and left-hand circularly

polarized components for the H — +1 mode combinations of the axial and

tangential types with # = 0° and P. variable. The magnitudes (in db) are
relative to a circularly-polarized isotropic source.
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Figure 24 presents the F .. to Fy;, variations in a similar manner.
The shaded areas represent the region in which the field intensity
varies. Thus, for example, the plot for P, =0.3 and B = 0° indicates
that the radiation is circularly polarized at #—=0° 90° and 180°
(Fpax = Fuuim), elliptically polarized in the upper hemisphere, and
becomes linearly polarized at # =~ 130° in the lower hemisphere.

The axial ratio in decibels of F . to F,,, is given in the next set
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Fig. 17—Elevation patterns of the right-hand and left-hand circularly

polarized components for the H — -1 mode combinations of the axial and

tangential types with 8 =45" and P, variable. The magnitudes (in db)
are relative to a circularly-polarized isotropic source.
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of patterns (Figure 25). From Figures 24 and 25, it is seen that for
H = +1, the radiation is linearly polarized
(1) at #=90° for P, =0 and any value of f8;
(2) at #=90° for B =90° and any value of P,;
(3) at all directions for P, = 1.0; and
(4) at some one direction in the range of 180° > # > 90° for
1.0> P, >0 and 90° > B =0°,
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Fig. 18—Elevation patterns of the vight-hand and left-hand circularly

polarized components for the H — +1 mode combinations of the axial and

tangential types with 2 —90° and P. variable. The magnitudes (in db)
are relative to a circularly-polarized isotropic source.
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Circular polarization can be obtained only at the poles (# = 0° and
A —180°) and at one other #-angle for B —=0° and 1.0 > P, > 0.

The data of Figure 26 gives the RH and LH circularly polarized
patterns with reference to a circularly polarized source. This set of
curves has been found particularly useful in satellite-to-ground links
requiring the maximum signal transmission over wide “look” angles.
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Fig. 19—Power density (in db relative to an isotropic spurge) plotted
against the elevation angle, #, for the H — +1 mode combinations of the
axial and tangential types with = 0° and P. variable.
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It is seen that the greatest hemispherical coverage is obtained for
B =0° and intermediate values of P,.
The last set of curves (Figure 27) shows the power density char-
acteristics.
General characteristics noted on all five figures are
(1)  complete symmetry for all values of P, is obtained with
respect to the # =90° plane for B =—90°, and the greatest
asymmetry is exhibited for B =0°;
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Fig. 20—Power density (in db relative to an isotropic source) plotted
against the elevation angle, 4, for the H = -1 mode combinations of the
axial and tangential types with 8 = 45° and P, variable.
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(2) curves for P, =0 and P, = 1.0 are independent of 3;
(3) there are relatively rapid changes in pattern shape near the
maximum and minimum values of P, and particularly in the
range from 0.9 to 1.0.
In these and all foregoing charts for the H = +1 mode, the curves
for B —=45° and = 90° apply to both positive and negative angles.
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Fig. 21— Power density (in db relative to an isotropic source) plotted
against the elevation angle, 4, for the H — 41 mode combinations of the
axial and tangential types with £ = 90° and P. variable.
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For 90° < |B| = 180°, the #-scale must be inverted on all charts and
the designated senses of circular polarization must be interchanged.
This is apparent from an inspection of Equations (3) and (4).

As previously described, the radial and tangential modes are iden-
tical in magnitude but are in phase quadrature (see Table IT). Hence,
if an H = +1 mode combination of axial and radial types is employed,

db

\\
N \\‘I

Fig. 22-—Maximum variation in power density as a function of P, and 3
for the H =1 mode combinations of the axial and tangential types.

90° must be added to the phase angle between the axial and radial
types to obtain the B-values given in the charts.

If the progressive phasing for the rings is changed from H = 41
(counterclockwise) to H — —1 (clockwise), it is apparent that the
antenna is in effect merely turned upside down. Thus the radiation
characteristics are unchanged and only the f-scale need be inverted
on all charts.

The key drawing of Figure 28 provides a graphical summary of
the terminology and definitions to aid in using the charts for both
H =0 mode and H = 1 mode combinations.
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B=a5°

B=90°

Fig. 23—Polar elevation patterns (in db relative to a linearly polarized
isotropic source) of the F, (solid lines) and F, (dashed lines) components
for the H 41 mode combinations of the axial and tangential types.

F’A= o | 3 5 7 9 1.0

e

B=0°

qusﬂ ’ ‘

ﬁ=90° ’ .
, < =<

Fig. 24—Polar elevation patterns (in db relative to a linearly polarized

isotropic source) of the Fl.. and F... components for the H 1 mode

combinations of the axial and tangential types. The shaded areas represent
the region in which the magnitude varies from maximum to minimum.
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Fig. 25—The axial ratio characteristics, F.../F
the elevation angle, 4, for the H — +1 mode co

tangential types.

March 1965

miny, (in db) plotted against

mbinations of the axial and

Fig. 26—Polar elevation
hand (solid lines) circularly polarized components for the H — +1 mode
combination of the axia

I and tangential types.
relative to a circularly polarized i

patterns of the right-hand (dashed lines) and left-

The magnitudes (in db) are
sotropic source.
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(CONCLUSIONS

The radiation pattern from a quasi-isotropic antenna may be syn-
thesized by the superposition of circularly symmetric radiation modes
emanating from idealized ring arrays. Each mode has an omnidirec-
tional pattern in one major plane with an unique far-field phase pro-
gression in that plane. The mode pattern in the orthogonal major
plane is a function of the element orientations in the ring array and
the excitation of the elements around the ring.

Fig. 27—Polar elevation patterns of the power density (in db relative to
an isotropic source) for the H — 41 mode combinations of the axial and
tangential types.

The number of mode components forming the radiation pattern
from a practical antenna of small electrical dimensions is limited by
supergain effects. Further restrictions are placed on the mode com-
ponents if the antenna pattern is omnidirectional in one major plane.
A simple method is described for determining all possible radiation
patterns from quasi-isotropic antennas of this kind. The calculated
data is presented in a number of graphs in terms of the various radia-
tion parameters. These graphs are useful in the analysis and design
of quasi-isotropic radiators, such as spacecraft antennas, which require
specific amplitude and polarization characteristics over the radiation
sphere.
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$=90°
P
L AXIAL
POWER =0
DIVISION
— TANGENTIAL
Pre(1-P) Trs4B°
-~ ~
-0*

| ¢
DIRECTION OF PHASE He 41
INCREASE IN CURRENT
AROUND RING Hel

B = phase of current in tangential element at any azimuth angle
with respect to current in axial element at the same azimuth
angle.

For |B| = 90°, use charts as labeled for H — 0 and H — +1.
For 90° < |B]| =180°, interchange senses of circular polariza-
tion for H =0 and H = 41, and invert # scale for H — +1.

Invert 6 scale for H — —1.

Fig. 28-—Key showing a graphical summary of the terminology
and definitions employed.
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APPLICATION OF SOME LINEAR FM RESULTS
TO FREQUENCY-DIVERSITY WAVEFORMS

By

THoMAS B. HOWARD

RCA Missile and Surface Radar Division,
Moorestown, N. J.

Summary—The resolution characteristies for certain simple pulse-burst,
frequency-diversity waveforms are determined by finding the response of
the matched filter to the doppler-shifted signal spectrum. Considered as
a function of both time and doppler frequency, the complex filter response
is essentially Woodward's autocorrelation function for a combined time and
frequency shift. Its squared magnitude, the signal ambiguity function,
provides a theoretical measure of the ability of the radar to resolve targets
in range and radial velocity. It is concluded that a waveform possesses
fairly good resolution properties when the transmission times for its sub-
carriers are specified by a parabolic curve in frequency. The repetition
period of the resultant pulse train is staggered and the pulse train has
pulse-to-pulse frequency shifting. The waveform power spectrum is tapered
in order to improve the zero-doppler response. On the basis of the spec-
trum’s taper, the curve for subcarrvier timing is then modified by the
prineiple of stationary phase to obtain limited control of ambiguity in the
presence of large doppler shifts. It is believed that the approach and
results are useful in furnishing physical insight and in illustrating wave-
form performance and limitations.

INTRODUCTION

HE TRANSMISSION of successive pulses of different fre-
quencies, called frequency diversity, can be used with high-
energy pulse-burst waveforms to extend radar signal band-
widths beyond 100 me. The matched receiver of the frequency-diversity
radar achieves large bandwidth conveniently by employing several
frequency channels in parallel as shown in Figure 1. Each receiver
channel incorporates a band-pass filter, matched to a transmitted sub-
pulse at one of the radar subcarrier frequencies, followed by a decoding
delay line. The channel outputs are amplitude weighted, decoded in
phase, and added coherently at i-f or r-f to form the matched-receiver
output. For waveforms comprising repeating subcarriers there will
be some duplication of the functional elements between the band-pass
filter bank and the summing bus shown in Figure 1.
This paper is devoted to the problem of timing the subcarriers of
the transmitted waveform so that high resolution is achieved in range
and doppler simultaneously. Theoretical performance in range and

(f

5
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doppler for a number of simple waveforms is described together with
a convenient method of analysis. Since complex waveforms can often
be considered as the combination of several simple waveforms, the
analytical results can be applied by superposition to more complicated
timing arrangements.

When the transmitted waveform is doppler shifted by ¢ cycles per
second and applied at the input of a filter matched to the non-doppler-
shifted transmitted waveform, the squared magnitude of the resultant
time response is essentially the Woodward ambiguity function,!?

BANDPASS DECODING AMPLITUDE PHASE SUM
FILTER DELAY WEIGHTING DECODING BUS

BANK LINES [—

RECEIVER RECEIVER

INPUT 5 OUTPUT
e e M o P o M o i L

Fig. 1-—Matched receiver for pulse-burst frequency-diversity waveform.

|x(t,¢) |°. The resolution characteristics of the waveform can be indi-
cated graphically by a three-dimensional diagram of either |x| or
| x|* plotted vertically on a base plane with time as one axis and doppler
as the second as shown in Figure 2. If the ambiguity surface has a
single sharp central peak at the origin (f — ¢ =0) and yet maintains
a relatively low amplitude elsewhere in a region of interest, the wave-
form permits high simultaneous resolution in range and doppler. The
waveform corresponding to the [x| plot of Figure 2 has this desirable
property if interest is confined to a central doppler strip along the
t-axis. In this study, the amplitude of the matched-filter response
considered as a function of both time, f, and doppler, ¢, is presented
as the measure of waveform performance.

'P. M. Woodward, Probability and Information Theory with Applica-
tions to Radar, pp. 120, 27, 101, and 119, McGraw-Hill Book Co., Inc., New
York, N. Y., 1953.

*J. R. Klauder, “Design of Radar Signals Having Both High Range
and High Velocity Resolution,” Bell Sys. Tech. Jour., Vol. 39, p. 809, July
1960.
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WAVEFORM DESCRIPTION

As indicated in Figure 3(a), the frequency-diversity waveform
considered in this analysis consists of N phase-related subpulses, one
at each subcarrier frequency, where N is taken as an odd integer for
convenience. Subpulses of amplitude A, and width 7, occur at times
t, with a total duration for the pulse sequence of T seconds. Figure

|x(t,¢)]

Fig. 2—|x| surface that is well behaved along f-axis.

3(b) shows the subcarrier frequencies equally spaced A cycles per
second apart, where A is made equal to the reciprocal of the pulse
width 7 in order to eliminate gaps in the waveform’s power spectrum.
The nth subcarrier frequency, f,, is offset by nA cycles per second
from the central high-frequency carrier, f,, so that the total band-
width, W, bracketing N subcarriers is NA. The subcarrier timing
function, T, (f), illustrated in Figure 3(c¢) is selected so that it is
single-valued over the frequency range (—W/2, W/2) and extends
over a time interval of length 7. In addition to amplitude weighting
and subcarrier timing, subcarrier phase coding angles #, are included
to provide more generality to the results.

In this treatment, three continuous functions A(f), T, (f), and
A(f) are employed to describe the waveform. When they are sampled
at discrete frequencies n), these functions specify, respectively, sub-
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carrier amplitude weighting, subcarrier timing, and phase coding as
denoted by

AnA) =A,; Tp(ma) =t,; 6(na) =4,. (1)

A(f) is an even, real low-frequency function used to provide spectral

iy
HH?I rljr

U Ll TIME —
FREQUENCY = f,
'n

(a)

U

W= NA

H fog T

ST i FREQUENCY —
nH

(b)

A= I/t

o na—] FREQUENCY

Fig. 3—Subcarrier amplitude weighting and timing.

taper and truncation and is zero everywhere except in the frequency
range (—W/2, W/2).

The composite transmitted waveform is now represented mathe-
matically by ¢, (f), a complex high-frequency function:!

Yr(t) = D Ap(t—1t,) exp {j[2af,(t—1,) + 6,1}, (2)

where f, = f, + nA. p(t) specifies the subpulse envelope shape, taken
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as rectangular and of width = and defined by

t
p(t) =rect —= (3)
T |

TIMING

EXAMPLE (1)
TABLE I

tig. 4—Subcarrier timing curves, Tu(f).

Since N is odd, the definition of A (f) and the selection of W make
A, =0 when |n| > (N —1)/2. Consequently, all terms of the infinite
sum indicated are zero except for the N terms in the interval

N—1 N—1

=p=—

2 2

To study the effect of subcarrier timing, the timing curves shown
in Figure 4 are considered in the calculation of the matched filter
response. Over the frequency interval (—W/2, W '2), the timing
curves are

(1) linear, (4) half-cycle sine,

(2) parabolic, (5) linear slopes of opposite sign,

(3) half-cycle cosine, (6) full-cycle cosine,
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These specific shapes were chosen because they permit simple deter-
mination of central ambiguity without use of a computer. In a prac-
tical case when the duty cycle for the pulse train is low, pulse positions
can be time-shifted slightly off the curves to prevent time overlap, if
this is necessary to achieve high transmitter efficiency.

MATCHED-FILTER RESPONSE

To establish a performance criterion for the various waveforms
considered, a general expression for the matched-filter response is
found as a function of time and doppler frequency, ¢. If the spectrum
of the transmitted waveform is designated as V¥, (f), the corresponding
matched filter is defined by ¥,"(f). The output response Yo (t,p) of
the matched filter to the doppler-shifted transmitted wavéform, with
spectrum ¥, (f — ¢), is then given by the inverse Fourier transform;

3

vo(t,e) = [\P.,-(f — )V, (f) exp (i2xft)df. (4)

=0

Since the impulse response of the matched filter with the frequency
function ¥,*(f) is ¥,"(—t) and the doppler-shifted waveform in the
time domain is Y, (t)exp(j27¢t), an equivalent expression for the
output function is

Vo(tip) = {Yr(t) exp (j2=dt) )} * {y," (—t) ), (5)

where ¥ denotes convolution. When the complex high-frequency func-
tion given by Equation (2) is used in Equation (5), the convolution
results in the following double summation

Wot) = 3 3 expilnlfy+ fu+ bl [t— (t,—1.)]

+ 27t +6,—0,) A A, p[t— (t,—t,), (n—m)A + ¢], (6)
where

o0

t t
p(tp) = / » <.r + —) p° (‘r ——> exp (2=¢x)dzx,
. 2 \ 2

-0

(M)

and where the A’s, #’s and t’s are as defined in Equation (1).
In Equation (6), because of amplitude truncation, all but N2 terms
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are zero. It is noted that p(t,$) as defined by Equation (7) can be
used to specify the ambiguity diagram for each subpulse considered
separately. Since it is expressed in the convenient symmetrical form
used in Reference (2), p(t,p) is real whenever p(t) is selected as an
even time function.

For purposes of investigating the detailed behavior of ambiguity
in a central region of the t —¢ plane, it is assumed that the relative
doppler shift, ¢, remains a small fraction of the nominal bandwidth
(r—1=A) of each matched receiver channel. Under these conditions,
the spectrum of each subpulse of the received waveform always remains
approximately centered in its matching channel. Central ambiguity
depends primarily on the N component responses found by pairing
each receiver channel with the subpulse that it matches except for the
slight doppler offset. Because of the decoding delay lines, the N con-
tributing responses have time-coincident envelopes centered at t—=0.
The central response of the matched receiver, which is defined as the
superposition of these N component responses, is formed to examine
the behavior of central ambiguity. In the nomenclature of Rihaczek,’
the immediate discussion is concerned with determination of ‘“proxi-
mal” resolution properties as indicated by the shape of the “central
surface.” These properties are investigated by a study of the central
response of the matched receiver.

An expression for the central response is found from Equation (6)
by removing the high-frequency carrier and then summing low-
frequency terms corresponding to m = n. These are the N terms along
the principal diagonal of the representative matrix of the N2 elemental
responses. Under the assumptions made in this paper, the remaining
N (N —1) terms of the summation comprise the side responses, which
contribute to secondary ambiguities; these are discussed later. If the
carrier in the presence of doppler shift is taken® as [f, + (¢/2) ], the
low-frequency version of the central response is simply

0
uy(tp) =p(td) 2. A,2exp (j2mpt,) exp (j2mnit), (8)

o= —00

where use is made of the fact that f, = (f, +nd). For rectangular
subpulses, p(t), Equation (7) defining p(t,¢) becomes

o

t
p(t,¢) = rect ( ——-—)/ exp (2npa)dr,
27

—a,

3 A. W. Rihaczek, “Radar Resolution Properties of Pulse Trains,”
Proc. IEEE, Vol. 52, p. 153, Feb. 1964.
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where zy= (r — |t|)/2;

(9)

27

t sinwp(r— |t|)
p(t,p) = rect <——> —e,
e

The symmetrical limits of integration result from the truncating
effects of the product of the two displaced rectangular functions in z
considered for both positive and negative time.

To permit application of published results pertaining to continuous
types of waveforms, the complex Fourier series in Equation (8) is
next replaced* by an equivalent periodic function. The new periodic
function consists of the superposition of identical complex time func-
tions that repeat in an infinite train with period A—! seconds. By this
substitution, concepts and analytical techniques described in Refer-
ences (5), (6), and (7) on continuous waveforms become applicable
to each function in the train. Since r=A~1 it can be seen from
Equation (9) that p(t,$) never exceeds a width of 2/A. Consequently,
because of the presence of p(t,¢$) as a factor in Equation (8), the
central response is confined to the time interval (—A-1, A-1), Pre-
paratory to replacing the Fourier summation of Equation (8) by an
explicit time train, the function G (f,¢) is introduced as

G(f.p) = A2(f) exp {(72=¢T,, (f) ), (10)

with inverse transform,
©0

g(t,ep) = [ G (f,.¢p) exp (j2=ft)df. (11)

By use of Equations (1) and (10), Equation (8) can be rewritten
in the alternate form of the Fourier Series

*J. L. Allen, “Phased Array Studies,” M.L.T., TR No. 228, AD 249470,
Aug. 1960. (See p. 166 for analogy. The finite Fourier series for the array
function is given also by the superposition of line source functions in an
infinite train.)

5J. R. Klauder, A. C. Price, S. Darlington, and W. J. Albersheim, “The
}hfeorf;)g(r)'ld Design of Chirp Radars,” Bell Sys. Tech. Jour., Vol. 39, p. 745,
uly .

. %C. E. Cook, “Pulse Compression—Key to More Efficient Radar Trans-
mission,” Proc. I.R.E., Vol. 48, p. 310, March 1960.

. TE. L. Key, E. N. Fowle, and R. D. Haggarty, “A Method of Design
Signals of Large Time-Bandwidth Product,” L.LR.E. Conv, Record, Part 4,
p. 146, March 1961.
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uy(t,p) = p(tp) Z

o0

AZ(nA) exp | 27T, (nd) ] exp (j27nAt)
' (12)

=p(tp) > G(ndg) exp (jZmnal).

n== —

The desired equivalent form for the low-frequency version of the
central response is obtained by application of Poisson’s sum formula®
which states that if v(t) and V(f) are a Fourier transform pair,' then

Ly 1 o ]‘.
Z V(nA) exp (j2mnAt) = — Z v <f —f—>_ (13)

n=—o0 A &k A

Using Equation (13), the central response, Equation (12), becomes

1 * k
u () =—pt,d) 2, g (t——9 (14)
A —» A !

k

where the summation on the right is the expression for the repeating
train.

In what follows, it is assumed that T > 7, and use is made of the
previous assumption that || < 1/7= 2. The repeating train repre-
sented by the summation now contains essentially all the doppler
information since, with the latter assumption,

t
p(t,p) p(t,0) = rect< > LT — lfl).
27

Because A (f) is truncated, the individual time functions in the train
must overlap. But when N is large and |¢| is not excessive, the degree
of overlap is small, even between adjacent time functions. The be-
havior of the central response can, therefore, be investigated by exam-
ning the behavior of any one of the individual functions, for instance,
g (t,¢) itself, found by taking the inverse transform of Equation (10)
for each waveform example. Hence, g (t,p) serves as a pilot function
useful in the selection and control of T, (f) to shape central ambiguity.

It is noted that the behavior of the central response as represented
by Equations (8) and (14) does not depend on the phase coding as
specified by #(f). However, phase coding can affect the side responses

$ A. Papoulis, The Fourier Integral and Its Applications, p. 47, McGraw-
Hill Book Co., Inc., New York, N. Y., June 1962.
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and, if altered on a waveform-to-waveform basis, can also affect the
central response for second-time-around echoes.

EXAMPLES OF CENTRAL RESPONSE

The case of equal subcarrier amplitude weighting is studied by
taking

W
‘1‘ |f] < —
f 8
A(f) =A2(f) = l'ect<—-> = (15)
w W

()' I,’l =
2

Applying the inversion formula given by Equation (11), g(te) is
found as

o0

f
g(tp) = / rect (——> exp (2= [T, (f) + ft]}df. (16)
|14

-0
Now for all subcarrier timing curves, T, (f),
g (t,0) = W sinc Wt, (17)

where sinc = (sin #2) /(72). The function to be examined, g(te)/W,
is listed in Table I for the six subcarrier timing curves shown in
Figure 4 in the equal-amp]itude-weighting case,

RELATION OF TIMING EXAMPLES (1) AND (2) 71O
LINEAR F-M RESULTS

Table I shows that g (t) of example (1) exhibits ambiguity in
t and ¢ similar to that possessed by a linear FM pulse, i.e., doppler
produces a time shift in the matched-filter response giving rise to
the familiar! correlation between time and frequency as shown by the
relation

1 1 e
—g(tp) = — !/(f-%«b‘--,() . (18)
W W w

It is the purpose of this discussion, however, to emphasize relation-
ships existing between example (2), corresponding to a parabolic
subcarrier timing curve, and certain other linear FM results.
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Table 1
Example Tu(r) 1
W
T ¢
(linear) —f sineW [t 4+ — T)
w w
(2) 4T 1 [ —Jj7m(Wt)? \
(parabolic) —f* — [Z(V.) —Z(V))] exp < .
w2 4VT? L sre
where
W 4T¢
"‘_’y "l: ({:—_—')
2 ‘V-T';’ w
(3) i - n imw
(half-cycle T cos 7 — > Ju(27Tg) sine W (t 4 ) exp (
cosine) w m % 2W 2
(4) T i = m
(half-cycle —sin7T — Z Ju(7T¢) sine W (t < ———>
sine) 2 w m % 2w
(5) 2T W ( =W \
(linear slopes — |7l 1 sine — (t +a) exp < j—— (t 4+ a)
of opposite w 2 L 2 J
sign) W [ 1
+ } sine — (t — a) exp —j—(t—a) ¢
2 L 2 J
2T¢
where a —=——
w
(6) T f = jmT m
(full-cycle — 08 27 — > exp ( Jo (7T¢) sine W ( ¢+ _>
cosine) 2 w m % 2 w

Z(V) =C(V) + jS(V) is the complex Fresnel integral®® and J.(#) is a
Bessel function? of the first kind.

9 K. Jahnke and F. Emde, Table of Functions, Dover Publications, Inc.,
New York, N. Y., 1945.
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By use of Equation (11), ¢g(t,¢) can be expressed as

Ww/2
g(td) = j exp [JB(f)] exp (j2=ft)dj, (19)
W72
where
AT
B(f) = 27T, (f) = 2n¢p [Tj_]

Since the envelope delay associated with the phase function B(f) is
given by
1 dp 8T¢f

= (20)
27 df w2

i

the response function, Equation (19), can be considered to represent
the impulse response of a rectangular band-pass filter of bandwidth
W possessing an envelope delay that changes linearly by 8T ¢/ W across
the band of width W. Figure 5 shows the analogy between the quad-
ratic subcarrier timing characteristic and the “chirp” of Reference
(5). By use of the relationships in Figure 5, |g(t,¢) | can be plotted
by reinterpreting curves of the type presented in References (5) and
(6). Thus, |g(t,¢)| corresponds to the spectral amplitude curves for
a rectangular pulse of linear FM presented in the above references.
(Reference (5) also explains a time-domain reinterpretation of its
spectral curves in discussing passive generation of the long f-m trans-
mitter signal.)

The central response as given by Equations (8) and (14) is nor-
malized' by dividing by 2E = N+ = Wr A (see Appendix I). Figures
6 and 7 show the corresponding normalized functions g (t,p) | /W and
[p(t,$) | /= for specific values of |¢| when [¢| << 71 =A. The figures
reveal the approximate behavior of the magnitude of the central re-
sponse when |¢| < N/8T. The inequality |$| < N /ST defines a central
doppler strip along the time axis. Within this strip, as can be seen
from the figures, little time overlap exists between the adjacent func-
tions of the repeating train in Equation (14). The magnitude of the
sum of individual time functions is therefore closely approximated
by the sum of their individual magnitudes. The plots illustrate that
the choice of 7 equal to A ' ensures that pltp) | p(t,0)] will in
large measure suppress undesirable repetitions of the summation in
Equation (14) when the indicated product is formed. Central am-
biguity as measured by the absolute value of the product exhibits
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desirable behavior in the sense that it is highly peaked near t — b=10
and yet maintains a relatively low level elsewhere as long as |¢| <
N/8T. As shown, when |¢| > 1/T, the level and width (in the time
dimension) of lg(t,p)|/W are respectively about 1/\/8TT¢[ and
D=8T|¢|/W. At |¢| = N/8T, |g(t.$) | /W reaches a level of 1/\/N
and a width of N/W — A1 — 7. Figure 8 shows |g(t.p) | /W more
accurately for three doppler shifts.

WHEN Ti¢l> |

|
LEVEL =
VBTIg$l

8Ti¢l
w

WIDTH & D =

Fig. 7—Central ambiguity for waveform with quadratic subcarrier
timing, N — 51.

When |[¢| > N/8T, overlapping and interaction of the superposed
functions must be taken into account. As discussed later, performance
now slowly deteriorates as the envelope peaks of the resultant function
build up in a complex manner with increasing doppler. Figure 9 illus-
trates the behavior of the central response in the doppler dimension
with the envelope deterioration caused by overlapping. For each
doppler, the figure shows the approximate maximum in a vertical cut
parallel to the time axis.

The superposed funetions of the train in Equation (14) are analo-
gous to the aliased spectrum!® in equispaced time-sampling analysis,

" R. B. Blackman and J. W. Tukey, The Measurement of Power Spectra,
p. 117, Dover Publications, Inc., New York, N. Y., 1958,
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;;;Iq(t.¢)|
1.0 WHEN Tigl > |
I
5 LEVEL e
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1 l¢l =7
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Fig. 8—Central ambiguity for waveform with quadratic subcarrier
timing, To(f) = (4T/W=) =

except that here sampling is in the frequency domain. To prevent
overlapping, the sampling theorem requires sample spacing, A, to be
less than 1/D, where D is the duration of g(t,$).

MINIMUM LEVEL OF CENTRAL RESPONSE

The N triangular pulses of subcarrier in the real high-frequency
time function corresponding to the low-frequency complex function,
Equation (8), are almost orthogonal as indicated by a small correlation
coefficient (see Appendix II). Thus the energy in the central response
tends to remain fairly constant and independent of the relative phases
of its N component pulses. The maximum factor of variation possible
for the total energy in Equation (8) is less than two, and approaches
two as N becomes very large. Consequently, amplitude peaks in time

& 04— APPROXIMATELY
-]
L= -+ ot 4| | _ JfeTiel
R w MAX —|z| =
a /7 w!TImax. N
: )
o5l i
w —
> P Ry
s 11N N/8T
Y oo ' i ! 1
5/7 10/7 15/7
CTANTNGY ¢l

Fig. 9—Effects of overlapping on envelope of central response.
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are minimized by equal distribution of energy over the width 2+ —
2N/W of the time-coincident pulses. This amounts to spreading the
zero-doppler energy by a factor of about 2N in time to achieve a
maximum amplitude reduction ratio of about 1,/\/2N. The foregoing
reasoning illustrates that by adjustment of a single-valued 7', (f), it
is impossible to achieve a voltage level lower than about 1/7/2N in
the normalized central response, if the level must be maintained for
all points in time. Thus, at |¢| = N/8T, the waveform of example
(2), by maintaining a level of 1, /N, begins to approach the theoretical
limit. A much lower level for any doppler |¢| < A would appear to
require more subpulse spectral overlap which is achieved by making
7 <A~ !at the cost of increased side response. It could, of course, also
be achieved for particular dopplers by employing each subcarrier more
than one time. Either of these methods can make the amount of energy
in the central response more sensitive to doppler shift.

OVERLAPPING IN CENTRAL RESPONSE

As mentioned above, for the timing of example (2) considered in
the absence of spectral taper, overlapping and interaction of the
summed functions must be taken into account when |¢| > N/8T. As
overlapping increases with increasing doppler, performance deterio-
rates, since, although the magnitude of individual functions varies
inversely with the square root of doppler, the number of significant
contributing functions at any point in time increases directly with
doppler. Envelope build-up is shown in Figure 9. The magnitude of
the sum of individual functions has many closely spaced peaks and
nulls in the time dimension when the number of interacting functions
is small. For example at |¢| = N/AT, overlapping requires considera-
tion of two functions of amplitude 1/7/ZN at all points in time. These
functions have a difference frequency of W/2 which manifests itself
in the resultant as N/2 envelope peaks of amplitude \/2/N in the
period 1/A. Although the complex behavior of the superposed functions
has not been investigated in detail, some general comments can be
made. The envelope peaks tend to decrease in frequency in the time
dimension as the number of contributing functions increases with
doppler. The normalized peaks have a maximum amplitude of about
V8T[$[/N. At |$| = N2/8T, the peaks reach unit amplitude, there
being N contributing functions (properly phased) of amplitude 1/N.
In the time dimension these unit peaks occur at, t— +1/(24),
*+3/(2A), etc., as is most easily seen from the Fourier series in
Eauation (8). Multiplication by |p(t,¢) |/ reduces the peaks at
t = =1,(22) by about 6 db.
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CENTRAL AMBIGUITY FOR TIMING EXAMPLES (3), (4), AND (6)

Figure 10 illustrates |g(t,¢) | /W corresponding to the cosine sub-
carrier timing curve shown in Figure 4 for example (3). In this case,
the expression for g (f,¢) is quite similar to expressions encountered
in paired-echo distortion analyses.” The real and imaginary parts of
g (t,¢) are each determined by a single Bessel coefficient at appropriate
stations in time separated by W-1'. This fact is useful in making
approximate plots. The behavior for small doppler frequencies is
almost the same as that for timing curve (2) of Figure 4. For large

;',lq('.¢)|

1.0,
STATIONARY PHASE

1
-15/W -10/W -5/W
Fig. 10—Central ambiguity for timing example (3), Tn(f) =T cos 7 (f/W).

doppler shifts, the plotted results were checked by the principle of
stationary phase,”* which gives the approximation

1 1 wt \ ]!
— gt | = ———| 1— *—> ;
w ~/T|¢ =T

1 +T|$|
|<”I > ;Th’ |'|<——~—~—, (21)

For the timing of example (4), g(f,$) is a real function. Figure
11 shows that ¢ (t,p) /W exhibits ambiguity somewhat similar to
g (t,p) /W of example (1); that is, a doppler shift causes a time shift
of the main lobe. However, in this case there is also a fall-off in peak
amplitude accompanied by a pronounced change in shape for large
doppler.

Approximate curves of g (t,p) /W for the timing curve of example
(6) are shown in Figure 12. Doppler shift creates a symmetrical
envelope response with pronounced undesirable ripples in the time
dimension.

TAPERING THE WAVEFORM SPECTRUM

As shown by Equation (17) for the case of equal subcarrier ampli-
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Fig. 11—Central ambiguity for timing example (4),
Tu(f) = (T/2) sinw(f/W).

tude weighting, ¢ (#,0) is a (sin2) /2 function resulting in undesirable
high-level sidelobes. Referring to Figure 8, the first sidelobe shown
has a normalized peak amplitude of 229 (—13.2 db). The magnitude
and slow fall-off of sidelobes can severely limit range resolution capa-
bility when the dynamic range of received signals is large. In order
to improve the shape of [g(t,0) |, a spectral taper factor is applied to
the rectangular frequency function of Equation (15). For example, if

,,l,lv(t.ﬂl
10

o4a--/-¢- Y

O6H

Fig. 12—Central ambiguity for timing example (6),
o (f) = (T/2) cos 27 (f/W).
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f f
A2(f) =| 1+ 2F,cos2r rect | — |, (22)
w w

then, for all subcarrier timing curves T, (f),

1 1 1
— g (t,0) =sinc Wt + Fy sinc W| t —— + F, sinc W I+——>.
w w w

(23)

(With the above taper factor, 2E remains equal to N7 = Wr/A. See
Appendix 1.)

Now, when F, = 0.42, all the sidelobes of ¢(t, 0) are suppressed
to a level 40 db or more below peak signal.” For the linear timing of
example (1), doppler shift causes the same time shift as before spec-
tral taper was applied so that, as before,

1 1 1
g(t,p) =—glt+¢—0]). (18)
w w w

The approximate effects of doppler shift for the parabolic timing
curve of example (2) are determined when |¢| > 7! by employing
the principle of stationary phase. For each ¢, B(f) = 2n¢Tp(f) is a
dispersive phase characteristic conforming to the assumptions of
Reference (7). The assumptions are essentially

1 dB(f)
(a) The group delay function, — — , has a large slope,
27 df
1 daB(f)
—_- , at every frequency in the band of width w.
27 df?
(b) There is only one frequency corresponding to each delay of

1 dB(f)
the group delay function, — —— —, over the band of
27 df

width W.

Under these conditions, by the principle of stationary phase,

lg (t.) |
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at time

1 dB(f)
t—=— —— . (24)
2r llf f==\

Since A(f) is even and since, for example (2), B(f) = 2=z¢| (4T/
W=)f*], Equations (24) and (22) yield

1
T |.’I(f.(/’) I
W

< wt >
—_ A2 ——
\/ST ¢| D

1 t t
- ———— | 1+ 2F, cos 2r — | rect—, (25)
VaTTe[ D D

where D =8T|[¢|/W is the approximate time width of |g(t,¢| for
each |¢| >> T-1. Thus, for large dopplers |g(t,$p)| assumes a taper
similar to that of A2(f) and has the same functional form. (This
result follows more directly from an example in Reference (7) and
could also have been obtained from a general theorem in Reference
(5) applied to the large time-bandwidth product case.)

Equation (24) suggests the possibility of controlling the shape
of |g(t,$)| for large dopplers, [¢| > T-1 by control of T, (f). The
energy associated with |g(t,¢)| is of course fixed by the choice of
A®(f) and does not depend on T, (f) (nor on doppler as is shown in
Equation (29)). Again using the methods of Reference (7), the
energy in ]g(t,¢)|. is now distributed more uniformly in time for
purposes of reducing its peak amplitude. The new shape of |g(t,¢) |
is approximately rectangular. |g(t,p) | as approximated by Equation
(24) will remain constant in time (flat-topped) if the new timing
curve satisfies

d=f
F:KlA‘-’(f)]‘-’:KA*(f), (26)

where K is a real nonzero constant. A timi